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Abstract: Now a days predicting the motion has become important in our daily lives. Most of the traffic monitoring 

systems has been using the motion equipment for the estimation of motion of the particular vehicle. Motion Estimation 

and vehicles segmentation is an interesting solution for the efficient traffic monitoring system. Segmentation of moving 

vehicles in a scene is very much seen in applications such as robotics, video coding techniques, video surveillance, video 

indexing. One of the key elements of a traffic monitoring system is the motion analysis component, which segments 

vehicles from the scene and estimates the motion on the image plane. The objective of the paper is to find the methods that 

can be used efficiently to extract vehicles from the background in captured video frame and to apply the techniques of 

motion estimation and segmentation. We have applied Lucas Kanade algorithm to a reference frame and determined the 

motion vectors of the vehicles. We then extended this by applying segmentation to the reference frame to segment the 

vehicles from the background and then applied Lucas Kanade algorithm. Lukas Kanade algorithm is selected due to its 

efficiency in video coding standards and its simplicity for software implementations. This processed information will 

provide a brief information about the vehicle count, vehicle motion and turning rates at the cross road junction and also 

in video coding techniques. 
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I. INTRODUCTION 
 
Time taken, noise removal and output information are the key factors in judging a system efficiency. Video is the combination of 

certain frames and each video is taken depending upon the frame rate. Frame rate is the number of frames in a second and it 

determines the efficiency of the system. Now a days, optical flow estimation in the frames of a video still remains a core 

challenge to determine all the parameters linked with the vehicle motion. Motion estimation is used to find the object trajectory in 

both the x and y directions and is an important method of analysing a video. It is used to find the vectors of motion of the vehicles 

and also used in the standard video coding technique for the efficient reduction of frames. Motion estimation is the estimation of 

motion vectors for a frame in the video either the past frame from the future frame or the future frame from the past frame. 

Segmentation is defined as separation of vehicles from the background by calculating the pixel difference between the 

background and vehicles. Video is taken in a cross road junction by using the static camera with certain height capturing all the 

vehicles at a cross road. We knew that for a video taken by a static camera the background will be constant and the pixel values at 

the vehicles continue to change continuously. With advancement in video capturing techniques many researchers are trying to 

reduce the time taken to process a video and extract more information from the captured video. An efficient traffic monitoring 

system should have less time to process the video, more information for the output video and less noise. 

In this paper, we investigated different methods of segmentation after applying Lucas Kanade algorithm to the two successive 

frames of the video. The same is applied to the entire video. We also examined the difference between the time taken to perform 

Lucas Kanade with pyramidal decomposition of the frames and the normal application of Lucas Kanade algorithm. The proposed 

method firstly uses Lucas Kanade algorithm to the frames of the video to calculate the optical flow and the motion vectors. Using 

the output video we then performed various methods of segmentation to extract the background from the moving vehicles. We 

also performed Pyramidal decomposition of frames using Gaussian filter to highlight the low frequency components and then 

applied Lucas Kanade algorithm.  

 
II. LITERATURE SURVEY 

   
Chao-Jung Chen, Chung-Cheng Chiu have published a paper on “The Moving Object Segmentation Approach to Vehicle 

Extraction” using matlab in which the Intelligent traffic monitoring system is extended first time based on Moving vehicle 

segmentation using the threshold values. They have segmented the vehicles from the background based on the pixel differences. 

They have calculated the pixel differences and segmented the background which is motionless and constant for a given period 

time. The information provided by them is very much useful in vehicle counting, tracking, recognition and speed detection [1]. 

 

F. Bartolini, V. Cappellini have published a paper on “Motion estimation and tracking for urban traffic monitoring” in which 

traffic monitoring techniques based on image processing algorithms have replaced the classical inductive loops which are used to 

compute traffic density on a single lane at the cross road junction. In this paper the author have uses the static camera and 

acquired the images of the vehicles and determined the trajectories of the vehicle. The acquired image undergo block matching 

algorithm which compares a reference block with the captured image. The acquired image is divided into sub-blocks and each 

sub-block is compared with the all the sub-blocks in the next frame. Due to acquisition and environmental noise, many wrongly 
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estimated motion vectors appear over static uniform areas and system performance mainly depends upon the position of the 

camera [2]. 

In this paper we want to combine the two topics of motion estimation with pyramidal decomposition and segmentation. Firstly 

using matlab a video have been taken for processing and is divided into frames of certain frame rate. Pyramidal decomposition 

using Gaussian filter is then applied to all the frames to highlight the low frequency components in all the frames taken for 

processing. Lucas Kanade algorithm is then applied to all the frames of the video all the vector of the pixels in both X and Y 

directions, Orientation and magnitude can be noted from the workspace. After getting the output video the motion estimated video 

then undergo various segmentation process like thresholding, Blob analysis to segment the video into background and foreground 

parts. The acquired information is used in various applications like vehicle tracking, motion analysis, motion magnification, 

vehicle detection, turning rates etc. 

 

III. METHODOLOGY 

 

 
 

Figure 1 Work flow chart of the paper 

 

Here Figure 1 depicts the work flow followed in this paper. Here the motion estimation process is the application of the Lucas 

Kanade algorithm 

 

a) STEPS FOLLOWED FOR MOTION ESTIMATION  

In our project, we followed the below mentioned steps for the estimation of motion between the adjacent frames in video 

sequence    

i. Input video is captured. 

ii. Conversion of video into frames. 

iii. Apply pyramidal decomposition to all the frames in the video and highlight the low frequency components. 

iv. The Lucas Kanade algorithm is applied to each and every frame. 

v. Reconstructing the video sequence. 

vi. Output video is observed. 

 

b) STEPS FOLLOWED FOR SEGMENTATION BASED ON MOTION ESTIMATION  

i. Input video is captured. 

ii. Segmentation of video into frames. 

iii. Apply pyramidal decomposition to all the frames in the video and highlight the low frequency components. 

iv. Apply any segmentation technique to extract background from the moving vehicle on the road. 

v. And then the Lucas-Kanade algorithm is applied to each and every frame.  

vi. Reconstructing the video sequence.   

vii. Output video is observed. 
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IV. LUCAS KANADE ALGORITHM  

This method try to calculate motion between two image frames which are taken at time t and t + delta (t).It uses differential 

method for motion estimation. A pixel at location (x, y, t) with intensity I(x, y, t) will have moved by (u, v, T) between two image 

frames 

 By the Taylor series expansion 

                               
   

  
   

  

  
   

  

  
                  

 

Assume that the motion between the two frames is very small and can be neglected                                                             

From the above Eq.1 
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 are the derivatives of the image at (x,y,t) in the corresponding directions.          can be written for derivatives. 

Hence for all pixels it can be written in the format of AV=B and solve for V  

From the above equation (2) we can solve the above matrices        

 

V. IMPLEMENTATION OF PROPOSED WORK FLOW 

 

a) Reading of Input Video 

The input video sequence that is taken for the estimation of motion between the adjacent frames in a video is shown below in the 

figure 2 

 

 
 

Figure 2 Input video taken for processing 

b) Conversion of video sequence into frames 

 

Figure 3 Conversion of Video into frames 
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The input video is then splitted into number of frames depending upon the frame rate. 

 

 

c) Metrics of Input Video 

Table 1 Metrics of the input video 

 

 

 
 
 
 
 
 
 
 
 
All the properties like frame rate, velocity difference, smoothness have been noted down in the table 1  

 
d) After applying Pyramidal Decomposition to each frame 

 

 
 

Figure 4 Application of Pyramidal decomposition to each frame 

We have applied Gaussian filter four times for subsequent smoothing to highlight the low frequency components as shown in the 

figure 4. A low pass pyramid is made by smoothing the image with an appropriate smoothing filter and then subsampling the 

smoothed image, usually by a factor of 2 along each coordinate direction. 

 

e) Performance metrics of Pyramidal Decomposition 

Table 2 Performance metrics of pyramidal decomposition 

 

No of Frames 

Applying 

Gaussian Filter 

 

 

        Mean 

 

 

Median 

 

 

Entropy 

1 117.473 114 7.747 

2 117.305 113 7.740 

3 117.169 113 7.736 

4 117.07 112 7.724 

 

Gaussian filter is applied four times to all the frames and the low frequency components have been highlighted and all the 

performance metrics mean, entropy and entropy are noted down in the table 2. 

 

 

 

Property Value 

Bits per pixel 24 

Frame rate 15 

Height 120 

Video format RGB24 

Width 160 

Smoothness 1 

Max iteration 10 

Velocity difference 0 
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f) After applying Lucas Kanade Algorithm to the two successive frames 

 

Reading of two successive frames 

 

 

Figure 5 Reading of two successive frames in the video 

Here two consecutive frames of a video have been taken as shown in the figure 5 and have been applied with Lucas kanade 

algorithm. We have applied Lucas kanade algorithm on the two frames to find the exact position where the each pixel in one 

frame has move to another frame. 

 

g) After applying Lucas Kanade algorithm to the two successive frames 

 

 
 

Figure 6 Result after applying Lucas Kanade algorithm to the two successive frames 

We have applied the Lucas kanade algorithm to the two frames and we have identified the position of the each pixel in the next 

frame as shown in the figure 6. 

 

h) After applying Lucas Kanade Algorithm to the entire video 

 
The output video sequence after applying the Lucas-Kanade algorithm the frames in a video sequence is shown below in figure 7. 

The given algorithm is then applied for the video sequence we can notice the motion vectors for the moving objects from the 

video. 

 

 

 

 

 



www.ijpub.org                                                                                                               © 2018 IJCRT ISSN: 2320-2882 

 

IJPUB1802078 International Journal of Creative Research Thoughts (IJCRT) www.ijpub.org 466 

 

 
 

Figure 7  Motion vectors  for the downloaded video after application of Lucas Kanade algorithm 

 

The same algorithm for the each frame is then applied to the entire video and the motion vectors can be observed in blue color in 

the figure 7 and the time taken for elapsing with pyramidal decomposition and without pyramidal decomposition has been noted 

down. 

i) Metrics of motion vectors in X and Y directions 

Table 3 Metrics of motion vectors in x and y directions 

Property Value 

   120x160 single 

   120x160 single 

Orientation 120x160 single 

Magnitude 120x160 single 

 

Here we have noted down all the velocity vectors in both x and y directions and the orientation for the each pixel position as 

shown in the table 3. 

j) Performance metrics of video after applying Lucas Kanade algorithm 

Table 4 Performance metrics of video after applying algorithm 

Frame Mean Median Entropy 

RGB frame 123.209 124 6.94 

Gray frame  123.566 123 6.81 

 

Here we have noted down the mean, median and entropy values of both the RGB and the Gray frames in the Matlab as shown in 

table 4. 

 

k) Motion Vector in X direction 

 

 
Figure 8 Motion vectors in X direction 
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Motion vector in Y direction 

 
Figure 9 Motion vectors in Y direction 

Here we can note down all the values of motion vectors in X and Y directions as shown in the figure 8 and figure 9, orientation 

and magnitude of all the pixel values in the frames of the video. 

 

l) Extension of Motion estimation with Thresholding and Blob analysis 

 

 
 

Figure 10 Segmented frame of Downloaded video by the method of Thresholding 

 

 
 

Figure 11 Segmented frame of Downloaded video by the method of Blob analysis 

 

For the segmentation purpose we then applied the technique of Thresholding and Blob analysis to segment the moving vehicles 

and background as shown in the figure 11 and we have noted that elapsed time taken is 7.0147 sec. This algorithm can be further 

extended by using different techniques of segmentation. 

m) Performance metrics of Lucas Kanade algorithm with and without pyramidal decomposition 

 

Table 5 Performance metrics of algorithm with and without pyramidal decomposition 

 

Method            Time elapsed 

Lucas kanade Algorithm                  6.0158 sec 

Lucas Kanade Algorithm with 

pyramidal decomposition 

                5.0147 sec 
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We have compared the elapsed time of application of Lucas Kanade algorithm with and without Pyramidal decomposition and we 

found that it takes less time to perform Lucas kanade algorithm with pyramidal decomposition as shown in the table 5. 

 

VI. CONCLUSION AND FUTURE SCOPE 

 

Based on the results Lucas Kanade algorithm has been implemented for one frame and the performance is analysed and the same 

is applied to the video. We have performed Lucas Kanade algorithm with pyramidal decomposition to highlight the low frequency 

components. The metrics for each step have been taken and we have noticed that time elapsed for Lucas Kanade algorithm with 

pyramidal decomposition is less than the normal application of Lucas Kanade algorithm. The execution time taken by the 

algorithm is less than the conventional matching methods and block matching methods. The Lucas Kanade algorithm for motion 

estimation using Taylor series expansion works more efficiently with standard blob tracking method .The proposed algorithm is 

then extended with the various techniques of Segmentation to segment the vehicles and the background which is constant in the 

video taken by the static camera. We have segmented the video with the technique of thresholding and then we have applied Blob 

analysis to extract the vehicles from the video. 

The concept is well extendable in applications like Intelligent Robots, Automatic Guided Vehicles, Enhancement of Security 

Systems to detect the suspicious behaviour along with detection of weapons, identify the suspicious movements of enemies on 

boarders with the help of night vision cameras and many such applications. The proposed algorithm can be extended by applying 

various techniques of segmentation for the extraction of background. This concept is also extendable to see the subtle motions 

which cannot be seen with our naked eye. In order to see those subtle motions, the motion is estimated and then amplified. So in 

the applications like motion magnification this technique will be helpful to see the small motions. 
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