Expert Recommendation for Crime Prediction Using Data Mining Techniques
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Abstract: Data mining is the process of extracting essential and required information and discovering patterns from a large amount of data. Crime analysis is a systematic way to deal with distinguishing and examining trends and patterns in crime. With the expanding of automated frameworks, crime information investigators can help the Law requirement officers to accelerate the way toward illuminating violations. The crime data analysts can help the Law implementation officers to accelerate the way toward settling crimes. The proposed framework can anticipate locales which have a high likelihood of crime event and can imagine crime inclined zones. Rather than concentrating on cause or reason of crime event, we are concentrating principally on crime elements of every day. Based on the area recommended a Better officer can be recommended.
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I. INTRODUCTION

A crime rate has become a major topic of concern certainly to limit the development of good governance and increasing day by day. Crime prediction and criminal identification are the major problems to the police department as there are voluminous data of crime exist. So, we need methodologies to predict and prevent crime. Data Mining provides clustering and classification technique for this purpose. Clustering is used for grouping the similar patterns to identify crimes. Cluster refers to a geographical collection of crime that can be visualized using the geo-spatial plot in the map.

When crimes like robbery, firebombing etc. have been decreased, crimes like murder, kidnap etc. have been increased. The crime rates accelerate continuously and the crime patterns are constantly changing. As a result, the behaviors in crime pattern are difficult to explain. We cannot analyze the victims of crime but can analyze the place where the crime occurred or happened.

The perfect results cannot be generated yet the outcomes demonstrate that our application helps in diminishing the crime rate to a specific degree for building such a capable crime investigation apparatus we need to gather crime records and assess it. Since the availability of criminal data or records is limited we are collecting crime data from various sources like websites, news sites, blogs, social media, RSS feeds etc. This huge data is used as a record for creating a criminal record database. So, the main challenge in front of us is developing a better, efficient crime pattern detection tool to identify crime patterns effectively. The main challenges we are facing are:

• Increase in crime data that must be put away and investigated.
• Analysis of information is troublesome since information is inadequate and conflicting.
• Limitation in getting crime information records from Law Enforcement division.

The reason for choosing this method is that we have only data about the known crimes we will get the crime pattern for a particular place. Thus, classification technique that will depend on the current and known settled violations, won't give great prescient quality for future wrongdoings. Additionally, nature of wrongdoings changes after some time, so with a specific end goal to have the capacity to recognize more up to date and obscure patterns in future, clustering techniques work better. The objective of this work is to predict crime by using clustering methods.

II. LITERATURE SURVEY

Malathi and Dr. S. Santhosh Baboo (2011) built up a crime analysis tool for Indian situation by utilizing different information mining strategies like k-means clustering and DBSCAN clustering. The authors conclude that the tool can be used by the Indian police and law agencies for crime detection and prevention as it provides faster analysis results and identifies common crime patterns. In future, the system should be trained in various scenarios.

Mugdha Sharma et al. proposed a progressed ID3 calculation for exhibiting significance characteristic hugeness on the traits which have less esteems yet higher significance, instead of the qualities with more esteems and lower significance and also tackle the characterization imperfection to pick attributions with more esteems. The investigation of the exploratory information demonstrates that the progressed ID3 calculation gets more sensible and more viable characterization rules. The system lags in different methods for feature selection and classification.
Navjot Kaur et al., (2012) presented an overview of k-means clustering. They used ranking method for k-means clustering and compared its performance with the traditional k-means clustering. As a result of the comparison, the authors conclude that the ranking based k-means clustering had less execution time and provide better results than the traditional method.

Sushant Bharti et al. proposed hidden link algorithm to detect hidden links of the networks of co-offenders which show the possible future crime partner and different network beyond the real network. This paper also analyzes the centrality of a node. This analysis describes the importance of node of the network. This is used to discover the strongest person, the power of the person and role of the person in the network. This paper gave future approaches i.e. predictive approach in crime analysis which helps in stopping the crime before it occurs and also analyze the network of Co-offenders in India and predict the possible future network of offenders. The future work will be used the predictive approach in crime analysis which helps in stopping the crime before it occurs.

Shiju Sathyadevan et al. proposed Apriori algorithm to identify the trends and patterns in crime. This algorithm is also used to determine association rules highlighting general trends in the database. This paper has also proposed the naïve Bayes algorithm to create the model by training crime data. After testing, the result showed that Naive Bayes algorithm gave 90% accuracy. In future, it will be more accurate if we consider a particular state/region. Also, another problem is that we are not predicting the time in which the crime is happening. Since time is an important factor in crime we have to predict not only the crime-prone regions but also the proper time.

The conclusion of the survey is even though these systems can handle crime data but accuracy is very less compared to our system whereas our system can tell the probability about the next crime that will take place.

III. PROPOSED SYSTEM

The proposed system will analyze previous year crime data records and will be able to detect frequent crime areas. By using unsupervised learning methodology such as K-Means Clustering Algorithm & Robust clustering algorithm we will be able to predict the major crime occurrences in a city. We are able to precisely cluster the geospatial points so that the hotspot is of reasonable size. Utilizing kernel density estimation (KDE) Algorithm we can appraise the likelihood density capacity of an arbitrary variable, where it will demonstrate what is the likelihood that the will occur in a specific region with the assistance of Case-Based Reasoning, the framework will suggest an Expert in view of the sort and recurrence of violations in the specific city.

The crime attributes are extracted from crime dataset such as types of crime, Latitudes, Longitudes etc., The Crime patterns are detected using k-means clustering and robust clustering. The probability of the crimes is calculated using KDE (Kernel Density Estimation) the Geospatial points being visualized in the crime spots in the certain area. The special officer is recommended based on crime data using case-based reasoning and police officer database.
IV. METHODOLOGY

A. Data Acquisition Module

The data is acquired from various databases from government websites and stored in a table format which are used to predict crime patterns. The dataset covers the years 2008-2014 and contains records translated from the first materials distributed by the Government of India, Ministry of Home Affairs. The dataset (Past Crime Records) are imported into the application in a CSV file format. The latitude and longitude data are extracted from the given data set. The dataset contains many variables such as data Id, Cluster Number, Date, Time, Time Category, Day, Victim Age, Age Category, Gender, Vehicle, Weapon, Place, Place Category, Address, Police Station, Location Type, Theft Value Rupees, Theft Category, Number of Suspects, Latitude, Longitude and Involvement of Same Gang Suspected. Using these attributes, the crime analysis is made and predicted.

B. Hotspot Detection Module

The hotspot is detected using the process of K-means clustering of the geo-spatial labels and marking the only region of high crime rates. The hotspot is identified and marked by learning from past crime patterns. Using the robust clustering the number of clusters can be reduced.

The paper tends to help an expert in finding designs, patterns, making conjectures, discovering connections and conceivable clarifications, mapping criminal systems and recognizing conceivable suspects.
C. Kernel Density Estimation (KDE)

Using Kernel Density Estimation, the probability of the crime to happen next will be predicted based on the past criminal record. The crime is filtered based on the type of crime, then using the coordinates the points are mapped, the KDE algorithm is used to find kernel density estimation.

D. Expert Recommendation Module

The final results are displayed in the form of the major hotspot region which includes a trend of criminal activities. This can be used to recommend expert for a particular city or region based on the crime pattern. Case-based reasoning is used for recommending experts using police officer database. Every police officer has their own weightage based on the previous cases they handled. Based on this the police officers are recommended.
V. Experimental Results

The crime attributes such as latitude, longitude, type of crime and no of clusters are taken from the dataset. The attributes from the dataset are taken as input. Computation time is the length of time taken to compute the dataset and clustering of the data. The error rate can be considered as an accuracy rate where it differs from the expected output.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>K-Means</th>
<th>ID3</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of Clusters</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Error Rate</td>
<td>0.3395</td>
<td>0.3580</td>
</tr>
<tr>
<td>Computation Time</td>
<td>16ms</td>
<td>156ms</td>
</tr>
</tbody>
</table>

Table II: Comparative Performance Analysis of Proposed System and existing system

VI. CONCLUSION

In this paper will prediction and recommendation based on different test sets. Clustering in view of k-means clustering with over 80% exactness and utilized the Kernel Density Estimation (KDE). Our system takes factors/attributes of a place and type of crime gives the frequent patterns of that place. The pattern is used for building a prediction model. We used Cased Based Reasoning for Recommending an expert police officer.

Till now we trained our system using certain attributes but we are planning to include more factors to improve accuracy. Our software predicts crime-prone regions in India on a certain probability. It will be more accurate if we consider a particular state/region. Also, another problem is that we are not predicting the time in which the crime is happening. Since time is an important factor in crime we have to predict not only the crime-prone regions but also the proper time.
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