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ABSTRACT 

Network analysts find it difficult to manually monitor traffic flows and spot breaches in large networks due to the 

astronomical volume of internet traffic and rising network complexity. Information security is significantly enhanced by 

intrusion detection systems (IDS). Recently, it has become more common to use Machine Learning (ML) approaches for 

intrusion-based detection. The network traffic generates a lot of data with irrelevant information, slowing down the 

detection process and deteriorating system performance. Elimination or selection is carried out prior to categorization to 

get around that flaw. This research presents a hybrid machine learning-based intrusion detection system that employs 

recursive feature removal. In order to adequately and effectively analyze network traffic for intrusions, Support Vector 

Machine (SVM) and Decision Tree (DT) machine learning models are combined into hybrid machine learning model. 

Furthermore, a multi-class classifier was built to classify not only malicious or benign traffic but also to extend labels 

upon the malicious data. In order to improve the performance, this system identifies the features which are irrelevant and 

eliminated it. The feature selection is achieved by using Recursive Feature elimination method. Experiments show 

improved performance in network intrusion detection. 
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INTRODUCTION 

The sensitive information that is readily accessible online continuously draws enemies, making it vulnerable to severe 

network intrusion. When an adversary uses a compromised network to send malicious packets to the host system in an 

attempt to steal or alter sensitive data, this is referred to as intrusion. A server or system vulnerability like a mis-

configuration or a programming flaw may cause it to happen. Whenever any such activity takes place on internal 

networks, intrusion detection systems (IDS) are deployed to sound the alert. Since they are so good at differentiating 

intrusions, machine learning and data mining techniques are frequently used to construct productive IDS. A model is 

trained utilizing datasets during the training phase of these techniques. Datasets provide examples of the attack and 

normal classes that are labeled. After training these models with mathematical algorithms, trained model is tested on 

separate samples of data to check accuracy of prediction [1]. 

 

Machine Learning is one of the technique used in the IDS to detect attacks [2]. Machine learning is concerned with 

the design and development of algorithms and methods that allow computer systems to autonomously acquire and 

integrate knowledge to continuously improve them to finish their tasks efficiently and effectively. In recent years, 

Machine Learning Intrusion Detection system has been giving high accuracy and good detection of novel attacks. 

Intrusion Detection System (IDS) is a security technique attempting to detect various attacks [3]. They are the set of 

techniques that are used to detect suspicious activity both on host and network level. Majority of Machine learning and 

data mining approaches couldn’t work well with intrusion detection because of gigantic complexity and size of datasets. 

These techniques take huge computational time to classify attacks which makes implementation more difficult in real 

time environments. This is because of huge number of features are contained in network data which is to be processed by 

Intrusion Detection System [4]. For better classification, hybrid machine learning by combining advantages of two 

machine learning models and quantity and quality of features matter and it helps us understand their importance and 

their correlation [5]. If features selected are very less, then classification quality will reduce and if they are more than 

required, it will make loss of generalization. Therefore a hybrid machine learning classification model along with the 
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Recursive Feature elimination method for reduce the number of feature in data are used in this paper. 

 

LITERATURE SURVEY 

In literature, numbers of anomaly detection systems are developed based on many different machine learning techniques. 

For example, some studies apply single learning techniques, such as neural networks, genetic algorithms, support vector 

machines, etc. Yunpeng Wang et. al [6] proposed an advanced Naïve Bayesian classification- based machine learning 

model for the efficient intrusion detection system. This advanced Naïve Bayesian Classification (NBC-A) is a 

combination of traditional NBC and RELIEFF algorithm; both are used to train and test the network behavior using KDD-

99 dataset. According to results obtained, NBC-A was suitable for large scale and complex dataset with a higher rate of a 

true positive. 

Bhupendra Ingre, Anamika Yadav and Atul Kumar Soni et.al [7] recommended decision tree-based Classification and 

Regression Tree (CART) algorithm for effective attack categorization using NSL-KDD dataset. The Correlation-based 

Feature Selection (CFS) subset evaluation algorithm was used to select optimal features; then the CART decision tree-

based algorithm evaluates the performance of the dataset. The optimal feature selection method was used to enhance the 

accuracy; although significant enhancement has been found in NSL-KDD dataset after applying the decision tree 

algorithm and hence detection rate of all the attacks has improved. 

 

R. A. R. Ashfaq et. al [8] proposed a Fuzzy based Semi-Supervised Learning Approach for Intrusion Detection. They 

proposed a Fast-Learning Mechanism for Single Hidden Layer Feed Forward Neural Network with Random Weights and 

Fuzziness for Intrusion Detection. Their approach is based on the principle of Divide and Conquer Algorithm Design 

technique. The fuzziness of each Sample is evaluated and classified into 3 categories as High Fuzziness Samples, Low 

Fuzziness Samples, and Mid Fuzziness Samples. Samples with High and Low Fuzziness are used to retrain the System. 

Neural Network with Random Weights has shown an Excellent Learning Performance and is Computationally Efficient. 

The proposed system has shown a High Accuracy Rate for Samples with High and Low Fuzziness but it has shown Low 

Accuracy Rate with Samples having Mid Fuzziness. 

 

A. Midzic, Z. Avdagic and S. Omanovic et.al [9] recommended a hybrid model for intrusion detection using neural 

network and fuzzy logic. Self Organizing Map (SOM) block was responsible for the reduction of training data through 

the process of clustering data in smaller subsets or clusters. These clusters are used in the Adaptive Network-Based 

Inference System (ANFIS) for training the system. Fuzzy logic is used in the ANFIS system. They used the KDD- 99 

dataset for the training and testing of the system. Javaid et al. [10] proposed an approach to trained Intrusion 

detection system using deep learning mechanisms. Self-Taught Learning (STL) and deep learning-based technique used 

to improve the performance of the network intrusion detection system. Self-Taught Learning (STL) is a kind of deep 

learning method consists of two classification stages. In the first step deal with the good classification of features from 

large unlabeled dataset (Unsupervised Feature Learning) and second step applied to leveled dataset for classification. 

 

HYBRID MACHINE LEARNING BASED IDS 

The purpose was to classify malicious or benign traffic and extend labels upon the malicious data, meaning, to classify 

each malicious packet. The machine learning models and training methods used in this research are supervised learning 

models. The first step was to collect data. The dataset collected here is KDD cuP99 dataset, and both contained ground 

truth files. This is imperative because supervised learning algorithms depend on labelled data. After the datasets were 

obtained, data pre- processing, the second step of the process, was done on the dataset to make it usable for the machine 

learning algorithm. Analyzing large amount of data is difficult and time consuming. In order to overcome that only 

relevant features are taken for analysis. In this IDS system feature selection is done by using recursive feature elimination 

method. In this technique the features are ranked. The least rank(s) are then removed. Then the model is re-built and the 

least ranked is removed again. This is repeated until the optimal subsets of features are given for classification. The Fig. 1 

explains the architecture of Hybrid machine learning based IDS system with recursive feature elimination. 

 

Data Pre-processing 

The classifier takes only numerical data to give accurate result. So, in the pre- processing module non-numerical features 

should be converted into numerical features. After that, normalization of the numerical values is done. The data 
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preprocessing includes three steps: 

Data Cleaning: The cleaning process in dataset is done initially to remove duplicate records and to add missing values. 

 

Numericalization 

The process of converting non numerical dataset into numerical dataset is known as numericalization. The non-

numerical features can be of Protocol type, service and flag. The One-hot encoding technique is used for converting non-

numerical features into numerical features. Finally, all the features of dataset are converted into numerical form. 

Normalization: The process of normalizing or scaling the value of the entire feature in the range of [0, 1] is known as 

normalization. This process is done in order to perform better classification. In this process average or mean “μ” is 

calculated for each feature. Then subtract the mean value “μ” from the feature value “x’. Then divide that subtracted mean 

and feature “x- μ” value by its standard deviation “σ” as in equation (1). Finally each feature will have μ= 0 and σ =1. Xi 

= (x- μ) / σ (1) In the above equation, “μ” is mean or average, “x” is the feature value and “σ” is the standard deviation. 

 

Recursive Feature Elimination 

In Feature selection or elimination is the process of removing redundant and irrelevant data from the dataset which 

are not suitable for the specific task. The KDD Cup99 dataset has 41 features, but all these features are not required for 

the network intrusion detection. Using feature elimination method mainly important features are chosen to acquire 

maximum efficiency and also to reduce the computation time. In this system selected a subset of Features from the 

existing 41 features. This selected subset of feature produces maximum classification accuracy. For feature selection 10 

fold cross validation is done. Using recursive feature elimination method the features are passed as parameter to identify 

the selected features. This process is done repeatedly placed aside until all features in the dataset are done. Finally 20 out 

of 41 features are selected using this method. 

 

Hybrid ML Classification 

  With the help of classification model attacks and its types are detected. For the selected features classification   models 

such as SVM- and Decision Tree (DT) into a hybrid ML classifier is applied. 

 

Support Vector Machines (SVMs): SVM work by learning similarities between features. It is maximizes the margin 

between different classes of training data. There are two types of SVMs, simple and kernel. A Simple SVM works 

precisely like a general SVM but is used exclusively for linear datasets and data of lower dimensions (1D, 2D). A Kernel 

SVM functions almost the same as a Simple SVM, but the main difference is that Kernel SVMs are used for higher 

dimension datasets and deal with non-linearity. The purpose of the Kernel is to transform the input data into the 

required form. 

 

Decision Tree (DT): A Decision Tree is a supervised learning model that classifies data in a tree structure. It creates 

decision trees on data samples using bagging and feature randomness and gives the prediction. It continuously splits a 

given dataset into smaller subsets based on similarities and forms a tree based on an arbitrary parameter. It was chosen 

because it is a unique and straightforward technique to implement. It works by taking test data and creating a branch for 

each possible outcome, after training of course. Each branch was continuously subdivided until all instances of a branch 

had the same class. The dataset is labeled as normal or attack class. The attack type falls into 4 categories such as DoS, 

R2L, U2R and probe. 

 

RESULTS 

The goal of this study was to design a machine learning based tool to be used for intrusion detection. Confusion 

matrices are used to represent the data associated to predicted and actual traffic classification done by classifiers. 

Following terms are used while representing a confusion matrix. True-Positive (TP): Correctly classify an anomalous 

sample as attack. 

True-Negative (TN): Correctly classify a non attack sample as ordinary instance. 

False-Positive (FP): Incorrectly classify an ordinary sample as anomalous instance. 

False-Negative (FN): Incorrectly classify an attack sample as ordinary instance. 
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Diagonal elements in matrix signifies correct predictions while remaining elements indicates wrong estimation 

Reduction of False negatives and False positives is a major research problem as these have very negative effects on 

overall security of networks. Using above mentioned terms and matrix from Fig. 1, Accuracy, Precision, Sensitivity and 

specificity are evaluated as, 

The accuracy metric is the proportion of data that was correctly predicted. It is mathematically defined as, Classification 

has been performed for the dataset. This was needed because the dataset only contains two types of data: regular traffic 

and DDOS traffic. For this classification, Decision Tree and Support Vector Machine algorithms were combine used as a 

hybrid machine learning to classify the intrusions in the network. The performance evaluation metrics for this  intrusion 

classification are calculated by using above metrics from confusion matrix. The following Table 1 shows the 

Performance evaluation on intrusion detection. Here, the SVM and DT as individual models are compared with the 

Hybrid ML model in terms of Accuracy, Precision, sensitivity and Specificity. From this it is apparent that the Hybrid Ml 

gives better results than other models. 

 

 
 

 
 

The precision metric (or Positive Predictive Value) was defined as the proportion of true positives relative to actual 

positives. It is mathematically defined as 

 

 
 

Sensitivity is also called as recall or Probability of detection or True Positive Rate (TPR). The TPR is the rate of 

identifying actual positive result as positive as in equation (3) 
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Specificity is also called as True Negative Rate (TNR). The TNR is the rate of identifying actual negative result as 

negative as in equation (4). 

 
The hybrid machine learning model and the individual SVM and DT model were trained and tested using the dataset for 

classification. The results are given in Fig. 3. 

The conclusion drawn is that the two classifiers SVM and DT did not perform well needed to be trained with more 

data compared to our Hybrid ML model. 

 
 

CONCLUSION 

A hybrid Machine Learning based approach to intrusion detection system with recursive feature elimination was 

presented in this. Here, Support Vector Machine and Decision Tree combined into hybrid ML model were applied to 

perform classification on the packets from large computer networks. It was shown that with proper training, the machine 

learning models could identify malicious packets accurately. In addition, data pre-processing has been performed to 

mitigate the problem of unbalanced datasets. Because of the usage of feature selection the computation cost is decreased 

and detection rate of this system is increased. This IDS system is capable of detecting the traffic types with better 

correctness when measure up to the other existing system. The Hybrid ML approach gives 96% of Accuracy, 94% 

precision and 92% of Sensitivity. This system shows that using Hybrid ML the detection rate is increased when compared 

to other model. 
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