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Abstract :  A lot of people rely on content available on social media for making decisions. The possibility that anyone can post 
a review provides a golden opportunity for spammers to write spam reviews about products and services. Identifying these 
spammers and the spam content is a very important topic in field of research and although a considerable number of studies 
have been done recently, but so far, the methodologies put forth still barely detect spam reviews, and none of them show the 
importance of each extracted feature type. This propose a novel framework, named NetSpam, which utilizes spam features for 
modeling review datasets as heterogeneous information networks to map spam detection procedure into a classification problem 
in such networks. Using the importance of spam features help us to obtain better results in terms of different metrics 
experimented on real-world review datasets from Yelp and Amazon websites. The results show that NetSpam is better than the 
existing methods using the features like review-behavioral, user-behavioral, review-linguistic, user-linguistic. 
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______________________________________________________________________________________________________ 

I.  INTRODUCTION 

Information propagation is considered as an important source for producers in their advertising campaigns as well as for 
customers in selecting products and services. In the past years, people rely a lot on the written reviews in their decision-making 
processes, and positive/negative reviews encouraging/discouraging them in their selection of products and services. In addition, 
written reviews also help service providers to enhance the quality of their products and services. These reviews thus have 
become an important factor in success of a business while positive reviews can bring benefits for a company, negative reviews 
can potentially impact credibility and cause economic losses. The fact that anyone with any identity can leave comments as 
review provides a tempting opportunity for spammers to write fake reviews designed to mislead users’ opinion. These 
misleading reviews are then multiplied by the sharing function of social media and propagation over the web. The reviews 
written to change users’ perception of how good a product or a service are considered as spam and are often written in 
exchange for money Despite this great deal of efforts, many aspects have been missed or remained unsolved. One of them is a 
classifier that can calculate feature weights that show each feature’s level of importance in determining spam reviews. 
 

Spam minded informal conversations on social media (e.g. Twitter) shed light into their educational experiences, 
opinions, feelings, and concerns about the learning process. Data from such un-instrumented environments can provide 
valuable knowledge to inform student learning. Analyzing such data, however, can be challenging. The complexity of spam 
minded’ experiences reflected from social media content requires human interpretation. However, the growing scale of data 
demands automatic data analysis techniques. Here data mining algorithm based on Spam filter is implemented which contains 
several steps like Data Collection from twitter, Cleaning the data by removing stop words, removal of non-letter and 
punctuation marks, probability of the words for various categories is estimated. For all the tweets Accuracy, Precision, Recall, 
F1 measure, Micro Averaged & Macro Averaged values are computed for each category and also for the various users. 
Therefore, its concluded based on average how many spam’s minded have various categories of problems as well as extend this 
to the problems faced by which user. 
 

Social media sites such as Twitter provide great venues for spam minded to share joy and struggle, vent emotion and 
stress, and seek social support. On various social media sites, spam minded discuss and share their everyday encounters in an 
informal and casual manner. Spam minded’ digital footprints provide vast amount of implicit knowledge and a whole new 
perspective for educational researchers and practitioners to understand spam minded’ experiences outside the controlled 
classroom environment. This understanding can inform institutional decision-making on interventions for at-risk spam minded, 
improvement of education quality, and thus enhance student recruitment, retention, and success. The abundance of social media 
data provides opportunities to understand spam minded’ experiences, but also raises methodological difficulties in making 
sense of social media data for educational purposes. Just imagine the sheer data volumes, the diversity of Internet slangs, the 
unpredictability of locations, and timing of spam minded posting on the web, as well as the complexity of spam minded’ 
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experiences. Pure manual analysis cannot deal with the ever-growing scale of data, while pure automatic algorithms usually 
cannot capture in-depth meaning within the data. 
 

There is huge amount of data available in Information Industry. This data is of no use until converted into useful 
information. Analyzing this huge amount of data and extracting useful information from it is necessary. The extraction of 
information is not the only process that need to perform; it also involves other processes such as Data Cleaning, Data 
Integration, Data Transformation, Data Mining, Pattern Evaluation and Data Presentation. Once all these processes are over, we 
are now position to use this information in many applications such as Fraud Detection, Market Analysis, Production Control, 
Science Exploration etc. 
 

Data Mining is defined as extracting the information from the huge set of data. In other words we can say that data 
mining is mining the knowledge from data. This information can be used for any of the following applications:  

• Market Analysis  
• Fraud Detection  
• Customer Retention  
• Production Control  
• Science Exploration  

 

II. METHODOLOGY 
 
2.1 Hash tag Submission 
 This module is responsible for taking input the hash tags and then save the hash tags in the format of  (HashTagID, 
HashTag and ProductID) 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1: NetSpam Framework 
 

2.1 Data Collection using Twitter 

Twitter stores the reviews of the Products in the form of tweets which are associated with Hash Tags. This Module is 
responsible for Collecting tweets from Twitter by Passing the Hash Tag, APPID and Secret Key. APPID and Secret Key are 
unique generated IDs by twitter when application is created. Hash tag is a concept under which the users will be able to Tweet. 
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2.3 Polarity Computation per Tweet per Feature 

 This module is responsible for computing the sentiments of each tweet per feature. The positive sentiments, negative 
sentiments and neutral sentiments are found out per feature type. The feature types can be battery, memory, screen, touch and 
finally for each of the tweet the following matrix is computed. 
 

Table.1: Tweet per feature 

Tweet ID Product ID Feature Type 
Positive 

Sentiment 
Negative 
Sentiment 

User ID 

Unique 
ID for 
Tweet 

Product ID for 
which tweet 

has been 
performed 

It can be any 
feature type 
like- Battery, 

Memory, 

Positive 
Sentiments 
for Tweet 

Negative 
Sentiments for 

Tweet 

Unique ID for 
the User 

 
  

2.4 Polarity Computation per Tweet per Product 

 Polarity Computation per Tweet per Product is responsible for computation of polarity by computing the summation of 
polarities across tweets for the given product. Finally, the sentiment matrix can be defined as below  
 

Table.2: Tweet per Product 

Product ID Feature Type 
Positive 

Sentiment 
Negative 
Sentiment 

User ID 

Product ID for 
which tweet has 
been performed 

It can be any 
feature type like- 

Battery, 
Memory,  

Positive 
Sentiments for 

Tweet 

Negative 
Sentiments for 

Tweet 

Unique ID for 
the User 

 
 
2.5 User Based Sentiments 

 The set of unique users are found out and then for each of the user the sentiments are added upper product 
 

Table.3: User Based Sentiments 

Product ID 
Positive 

Sentiment 
Negative 
Sentiment 

User ID 

Product ID for 
which tweet has 
been performed 

Positive 
Sentiments for 

Tweet 

Negative 
Sentiments for 

Tweet 

Unique ID for 
the User 

 
 
2.6 Data Cleaning 

Data Cleaning is used for removing the stop words from each of the tweets and clean them. After the data cleaning 
process is completed the clean data can be represented as a set CleanId ,CleanData ,UserId. CleanId is the unique Id associated 
with the Tweet, CleanData is the clean data after removal of clean data and UserId is the unique Id associated with the user. 
 
2.7 Tokenization 
 The process of converting the statements into a sequence of words is called as tokenization 
 
2.8 Frequency Computation 
 Frequency computation is a process of removing the repetition of tokens and hence removing the redundancy in the 
application. It is defined as number of times a token appears in the tweet 
 
2.9 TF-IDF Computation 
 This is used to compute the inverse document frequency of each of the token and then multiply it by the text frequency. 
 

IDF = log (N/f) 

Where, 

N = number of tweets in which tweet exist 

f = frequency of word 
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The TF-IDF is computed using the following equation 

TF – IDF = f*IDF 

2.10 Similarity Measure 
Similarity Measure is responsible for finding the unique tokens between the tweets and then finding whether the tweets 

are similar based on the number of intersections and number of unions. Ratio of intersection sum and union sum will give the 
similarity measure. 
 
2.11 Rate Deviation 

Difference between the reviews of each of the users if certain users have more of such difference those are regarded as 
spam. 
 
2.12 Early Time Frame Measure 

This module takes the tweets and measures the duration in which tweets are performed by the users and if there are any 
tweets which have been given within certain duration repeatedly negative for a product. 
 
2.13 Classification of Tweet 
 It measures the weight by computing the similarity between the tweets and then finding the 
sentiments score and then find the weight. If the weight exceeds the certain threshold the tweet is classified as spam otherwise it 
is not classified as spam. 
 
2.14 Classification of Spam User 
 This is responsible for finding whether the user is spam users or not based on user’s-based sentiments and the similarity 
measure of user’s-based tweets. 

 

2.15 Metapath Definition and Creation 
 
 A metapath is defined by a sequence of relations in the network schema. Table.2 shows all the metapath used in the 
proposed framework. As shown, the length of user-based metapath is 4 and the length of review based metapath is 2. 
 

For metapath creation, we define an extended version of the metapath concept considering different levels of spam 
certainty. In particular, two reviews are connected to each other if they share same value. Hassanzadehet al. propose a fuzzy-
based framework and indicate for spam detection, it is better to use fuzzy logic for determining a review’s label as a spam or 
non-spam. Indeed, there are different levels of spam certainty. We use a step function to determine these levels. In particular, 

given a review u, the levels of spam certainty for metapathpl (i.e., feature l) is calculated as , where s denotes 
the number of levels. After computing mp

u
lfor all reviews and metapaths, two reviews u and v with the same metapath values 

(i.e., ) for metapathpl are connected to each other through that metapath and create one link of review network. The 
metapath value between them denoted as mpu,vl= mpul. 
 

Using s with a higher value will increase the number of each feature’s metapaths and hence fewer reviews would be 
connected to each other through these features. Conversely, using lower value for s leads us to have bipolar values (which mean 
reviews take value 0 or 1). Since we need enough spam and non-spam reviews for each step, with fewer numbers of reviews 
connected to each other for every step, the spam probability of reviews take uniform distribution, but with lower value of s we 
have enough reviews to calculate final spamicity for each review. Therefore, accuracy for lower levels of s decreases because of 
the bipolar problem and it decades for higher values of s, because they take uniform distribution. In the proposed framework, 
we considered s = 20, i.e. mp

u
l
∈{0 ,0.05,0.10,...,0.85,0.90,0.95}. 
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Table.4: Features for users and reviews in four defined categories 

 

2.16 Classification 

 The classification part of NetSpamincludes two steps; (i) weight calculation which determines the importance of each 
spam feature in spotting spam reviews, (ii) Labeling which calculates the final probability of each review being spam. Next we 
describe them in detail. 
 
1) Weight Calculation: This step computes the weight of each metapath. We assume that nodes’ classification is done based on 
their relations to other nodes in the review network; linked nodes may have a high probability of taking the same labels. The 
relations in a heterogeneous information network not only include the direct link but also the path that can be measured by 
using the metapath concept. Therefore, we need to utilize the metapaths defined in the previous step, which 
representheterogeneous relations among nodes. Moreover, this step will be able to compute the weight of each relation path 
(i.e., the importance of the metapath), which will be used in the next step (Labeling) to estimate the label of each unlabeled 
review. 
 The weights of the metapaths will answer an important question; which metapath (i.e., spam feature) is better at ranking 
spam reviews? Moreover, the weights help us to understand the formation mechanism of a spam review. In addition, since 
some of these spam features may incur considerable computational costs (for example, computing linguistic-based features 
through NLP methods in a large review dataset), choosing the more valuable features in the spam detection procedure leads to 
better performance whenever the computation cost is an issue. 
To compute the weight of metapathpi, for i= 1,...,L where L is the number of metapaths, we propose following equation: 

 

 
 

Spam 
Feature 

User Based Review Based 

Behavioral 
Based 

Features 

Burstiness [20]: Spammers, usually write their 
spam reviews in short period of time for two 
reasons: first, because they want to impact 
readers and other users, and second because they 
are temporal users, they have to write as much as 
reviews they can in short time. 

 

where Li − Fi describes days between last and 
first review for τ = 28. Users with calculated 
value greater than 0.5 take value 1 and others 
take 0. 

Negative Ratio [20]: Spammers tend to write 
reviews which defame businesses which are 
competitor with the ones they have contract with, 
this can be done with destructive reviews, or 
with rating those businesses with low scores. 
Hence, ratio of their scores tends to be low. 
Users with average rate equal to 2 or 1 take 1 and 
others take 0. 

Early Time Frame [16]: Spammers try to write their reviews 
asap, in order to keep their review in the top reviews which 
other users visit them sooner. 

  (2)

where Li − Fi denotes days specified written review and first 
written review for a specific business. We have also δ = 7. 
Users with calculated value greater than 0.5 takes value 1 and 
others take 0. 

Rate Deviation using threshold [16]: Spammers, also tend to 
promote businesses they have contract with, so they rate 
these businesses with high scores. In result, there is high 
diversity in their given scores to different businesses which is 
the reason they have high variance and deviation. 

  (3)

where β1 is some threshold determined by recursive minimal 
entropy partitioning. Reviews are close to each other based 
on their calculated value, take same values (in [0,1)). 

Linguistic 
Based 

Features 

Average Content Similarity [7], Maximum 
Content Similarity [16]: Spammers, often write 
their reviews with same template and they prefer 
not to waste their time to write an original 
review. In result, they have similar reviews. 
Users have close calculated values take same 
values (in [0,1)). 

Number of first Person Pronouns, Ratio of Exclamation 
Sentences containing ‘!’ [6]: First, studies show that 
spammers use second personal pronouns much more than 
first personal pronouns. In addition, spammers put ’!’ in their 
sentences as much as they can to increase impression on 
users and highlight their reviews among other ones. Reviews 
are close to each other based on their calculated value, take 
same values (in [0,1)). 
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where n denotes the number of reviews and mpp

r,s
iis a metapath value between reviews r and s if there is a path between them 

through metapathpi, otherwise mpp
r,s

i= 0. Moreover, yr(ys) is 1 if review r(s) is labeled as spam in the pre-labeled reviews, 
otherwise 0. 
 
2) Labeling: Let Pru,vbe the probability of unlabeled review u being spam by considering its relationship with spam review v. 
To estimate Pru, the probability of unlabeled review u being spam, we propose the following equations: 

Pru= avg(Pru,1,Pru,2,...,Pru,n) 
 

where n denotes number of reviews connected to review u.  
 

It is worth to note that in creating the HIN, as much as the number of links between a review and other reviews 
increase,its probability to have a label similar to them increase too, because it assumes that a node relation to other nodes show 
their similarity. In particular, more links between a node and other non-spam reviews, more probability for a review to be non-
spam and vice versa. In other words, if a review has lots of links with non-spameviews, it means that it shares features with 
other reviews with low spamicity and hence its probability to be a non-spam review increases. 

 

Table.5: Metapaths used in the NetSpam framework 

Row Notation Type MetaPath Semantic 

1 R-DEV-R RB 
Review-Threshold Rate 
Deviation-Review 

Reviews with same Rate Deviation from average 
Item rate (based on recursive minimal entropy 
partitioning) 

2 R-U-NR-U-
R 

UB Review-User-Negative  
Ratio-User-Review 

Reviews written by different Users with same 
Negative Ratio 

3 R-ETF-R RB Review-Early  
Time Frame-Review 

Reviews with same released date related to Item 

4 R-U-BST-
U-R 

UB Review-User-Burstiness 
User-Review 

Reviews written by different users in same Burst 

5 R-RES-R RL 
Review-Ratio of Exclamation 
Sentences containing ‘!’-Review 

Reviews with same number of Exclamation 
Sentences containing ‘!’ 

6 R-PP1-R RL Review-first Person Pronouns-
Review 

Reviews with same number of first Person 
Pronouns 

7 
R-U-ACS-

U-R 
UL 

Review-User-Average Content 
Similarity-User-Review 

Reviews written by different Users with same 
Average Content 
Similarity using cosine similarity score 

8 
R-U-MCS-

U-R 
UL 

Review-User-Maximum Content 
Similarity-User-Review 

Reviews written by different Users with same 
Maximum Content Similarity using cosine 
similarity score 

 

III. CONCLUSION 

This paper introduces a spam detection framework namely NetSpam based on a metapath concept as well as a new 
graph-based method to label reviews relying on a rank-based labeling approach. The performance of the proposed framework is 
evaluated by using two real-world labeled datasets of Yelp and Amazon websites. The observations shows that calculated 
weights by using this metapath concept can be very effective in identifying spam reviews and leads to a better performance. In 
addition, it is found that even without a train set, NetSpam can calculate the importance of each feature and it yields better 
performance in the features’ addition process, and performs better than previous works, with only a small number of features. 
Moreover, after defining four main categories for features our observations show that the reviews behavioral category performs 
better than other categories, in terms of AP, AUC as well as in the calculated weights. The results also confirm that using 
different supervisions, similar to the semi-supervised method, have no noticeable effect on determining most of the weighted 
features, just as in different datasets. 
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