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Abstract: In recent years, recommender systems are gaintly improved and have become a 
very important success issue for variety of corporations. These systems are achieving 
widespread success in E-commerce nowadays, especially with the advent of the Internet by 
applying knowledge discovery techniques to the problem of making product 
recommendations during a live customer interaction. E-commerce sites increase sales, and 
analyze sites that use recommender systems together with many sites that use quite one 
recommender system. A recommender system for an  E- commerce recommends products 
that are likely fit into one’s needs. In this paper we introduce basic concepts of matrix 
factorization method and various versions to solve the recommendation problem such as 
collaborative filtering. 
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I. INTRODUCTION 
 

Recommender Systems are software tools and techniques for suggesting items to users by 
considering their desire in an automated fashion. .Recommender systemshave evolved in the 
overlyinteractive environment of the Web. They apply data analysis techniques to the 
problem of serving customers find which products they would like to purchase at E-
Commerce sites. For instance, a recommender system on flipkart.com (www.flipkart.com) 
suggests books to customers based on other books the customers have told flipkart they like. 
Another recommender system on booksonline (www.booksonline.com) helps customers 
choose books to purchase as gifts, based on other books the recipient has liked in the past. 
Recommender systems apply knowledge discovery techniques to the problem of 
accomplishing product recommendations during a live customer interaction.Several of the 
most important E-commerce websites are already victimization recommender systems to 
benefit  their customers notice product to buy.  
Recommender systems play an vital role in  providing of user-specific services by filtering 
the large variety of available data to draw out information on the user preferences. The 
problem involved in recommendation can be solved by traditional collaborative filtering, 
cluster models and search based methods. Recommendation algorithm includes two popular 
versions namely collaborative filtering and cluster models. Recommendation techniques can 
either be knowledge impoverished or knowledge dependent. While knowledge improvised is 
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the use of simple and basic data such as user ratings/evaluations for items, knowledge 
dependent using ontological descriptions of the users or the items, or constraints, or social 
relations and activities of the users. 
 
II. Collaborative filtering 
 
Collaborative filtering is the most advantageous recommender system technology to date, and is 
usedin many of the most successful recommender systems on the Web, including those at 
flipkart.com and booksonline.com.  The statistical approaches, known as automatedcollaborative 
filteringtypically confide upon ratings asnumerical expressions of user preference. Several 
ratings-based automated collaborative filtering systems have been refined.. A limitation of active 
collaborative filtering systems is that they require a community of people who know each other. 
CF technology unite together the opinions of large volume of interconnected communities on the 
web, supporting filtering of substantial quantities of datadistribution.This property is about the 
numbers and shape of the data: 

1. There are crowded items. If there are few items to choose from, the user can learnabout 
them all without need for computer backing. 

2. There are many ratings per item. If there are few ratings per item, there may not 
beenough information to provide useful predictions or recommendations. 

3. There are too many users rating than items to be recommended. A corollary of 
thepreceding paragraph is that often you will need more users than the number of items 
that you want to be able to capably recommend. More precisely, if there are few ratings 
per user, you will need many users. Lots of systems are like this. The ratings distribution 
is almost always very altered: a few items get most of the ratings, a long tail of items that 
get few ratings. Items in this long tail will not be confidently predictable. 

4. Users rate multiple items. If a user rates only a one item, this provides someinformation 
for summary statistics, but no information for relating the items to each other. 
The below figure shows the demonstrates the interaction of an online users with 
collaborative recommender system through a Web interface. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: collaborative filtering system architecture  
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III MATRIX FACTORISATION 
 
 
Matrix factorization (MF) assumes that users opinions to  items are based on the latent 
profiles for both users and items. With this assumption, MF projects both users and items into 
a joint latent factor space. Matrix factorization based collaborative filtering has been one of 
the most important  methods in recommender systems. The latent factors in the latent space 
can be seen as the latent profiles for users/items.  This characterizes both items and users by 
vectors and factors inferred from item rating patterns.   
E-commerce recommendation algorithms often operate in a challenging environment. For 
example: 

• A large retailer might have huge amounts of data, tens of millions of customers and 
millions of definite catalog items. 

• Many applications require the results set to be returned in realtime, in no more than 
half a second, while still producing high-quality recommendations. 

• New customers typically have extremely finite information, based on only a few 
purchases or product ratings. 

• Older customers can have a oversupply of information, based on thousands of 
purchases and ratings. 

• Customer data is volatile: Each interaction provides valuable customer data, and the 
algorithm must respond quickly to new information. 

Recommender systems rely on different types of input data, which are often placed in a 
matrix with one dimension representing users and the other dimension representing items of 
interest. The most convenient data is high-quality explicit feedback, which includes explicit 
input by users regarding their interest in products.  One strength of matrix factorization is that 
it allows incorporation of additional information. When explicit feedback is not available, 
recommender systems can infer user preferences using implicit feedback, which indirectly 
reflects opinion by observing user behavior including purchase history, browsing history, 
search patterns, or even mouse movements. Implicit feedback usually evidences the presence 
or absence of an event, so it is typically represented by a densely filled matrix.These methods 
have become popular in recent years by combining good scalability with predictive accuracy. 
In addition, they offer much adaptability for modeling various real-life situations.  
There are various matrix factorization models, few of them commonly used are: 
1. Singular value Decomposition: This will find the lower dimensional feature space. 
2. Principal Component Analysis (PCA): This is a statistical procedure that uses an 

orthogonal transformation. It is a vigorious technique for dimensionality reduction. 
3. Probabilistic Matrix Factorization (PMF): This is a probabilistic linear model along with 

Gaussian observation noise. The user preference matrix is defined as the product of 

tow lower-rank user and item matrices. 
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Figure 2. Recommender System Architecture 
The user interacts with the web interface. The Web server software communicates with the 
recommender system to choose products to suggest to the user. The recommender system, in 
this case a collaborative filtering system, uses its database of ratings of products to form 
neighborhoods and make recommendations. The Web server software displays the 
recommended products to the user. 
 
CONCLUSION 
In this paper we reviewed on collaborative filtering and various matrix factorization 
techniques. Recommender systems are being stressed by the huge volume of client 
information in existing company databases, and can be stressed even a lot of by the 
expanding volume of client information out there on the online. Collaborative filtering 
supports filtering of substantial quantities of data. New technologies are required which will 
dramatically improve the methodology of these systems. In the future, we expect the retail 
industry to more predominatly apply recommendation algorithms for targeted marketing, 
both offline and online. 
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