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Abstract— Processing of geospatial data is compute intensiv
If this processing is done on a large scale whichak huge data
sets like OpenStreetMap then the process of running filter and
the process of aggregation operations on huge reds of data can
be benefited by performing parallel processing on mssive
parallel processing platforms. The focus of the pr@ct is to
describe and build a distributed geospatial processg framework
based on one of the evaluated open source streamdabatch
processing engines like Apache Hadoop, Spark and &ayderm
to perform Spatial ETL functionalities which Extract, Tr ansform
and Load like extraction of data from different data sources,
transformation of data to correct errors, cleanse,fuse, make
them compliant to defined standards and load the @nsformed
data into target spatial database (postgresql) or & file or
Geospatial web services.

Keywords— Geospatial Data, OpenStreetMap, Pachyderm,
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. INTRODUCTION

It is highly challenging to compute geospatial angle scale
these days as the data is huge. Hence processingp Hae
done in parallel to achieve higher computatioroifiel on large
scale records like OpenStreetMaps. Gif file forisa type of
file format that is used to encode geographicarimition and
data in our computer file system. It can be represkin the
form Rastor data format or Vector data format. Badata is a
digital image which is usually represented in thierf of grids
that can be enlarged as well as reduced. Rasiidstored in
the form of JPEG, BLOB, TIFF images. Vector data iype

of data which is represented in the form of geoitaltishapes
such as points, lines or polylines and polygonses€thvector
data can be stored in the form of spatialite, GENS
shapefile, TIGER etc. The map data which we obtdter

processing large scale geospatial data will thestdxed in the
cloud as the benefits are many. Cloud can be d&fisea huge
network of multiple networks that provide remoteess to
group of decentralized resources. As we know thatet are
three types of cloud services namely, laaS, PadSSaaS we
will be using another advanced version of PaaS wisicCaas.
CaaSs is Container as a Service provides a very gmtbod to
do orchestration of containers. Docker containeesused in
our system which are built on Pachyderm data psicgs
systems. Kubernetes is the CaaS paltform which igesv
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orchestration of containers in processing largéesgaospatial
data.

Earlier there was an option only to demonstrage th
architectural design of container based big datacgssing
system. The automated provisioning of two popuiagr data
processing system like Hadoop and Pachyderm was
illustrated. This simulation is based on single hiae
consisting of Docker swarm, VirtualBox and MacOSaKd
over simplifies the running of containerized systerit large
scale it cannot be done by just selecting the apate driver
names. It requires choosing the right cloud computee
types like AWS EC2 will optimize to handle CPU, nmam
and I/O intensive workloads. It also will need dgofation
management to automate the provisioning and upggadf
the cluster. Tuning the system to domain specifickioad is
required. We need to seamlessly scale the systenunch the
large data workload.

The sizing and capacity management issues like how
many containers to run on a machine and how tocaiio
resources to those containers are a primary condéen role
and responsibility of a map is to describe andes@nt spatial
relationships of certain features like roadwaystewavays etc.
There are many kinds- of maps that make an attempt t
represent specific features. Maps could represedt show
political boundaries of different countries, popigda of each
area or a country, physical features like roadghways,
waterways, natural resources, climates, elevatisocial
relationships, weather etc.

The manuscript explores about the concept of using
containers for processing geospatial data whicheiserally
always in a large scale along with discussing abitet
limitations present in the previous discussionspbfams
during the research, the procedures used in tleaunres paper,
methodologies adopted, etc. The concepts exploresgdtion
2 are related to the approaches associated in ringops
researches which is followed by the current teobgiels used.
Section 3 explains about the methodologies usdolilding
the pipeline of containers using Pachyderm proogssi
framework along with the support of Kubernetes.ahlin the
section 4 confers about the results and the assumspt
associated with it.
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II. LITERATURE SURVEY

The design and adoption of multi cloud infrastruetéor the
design of complex and distributed software systesns
embraced in the software industry always. This maulti
cloud infrastructure makes it possible to mix anatch
platforms for various software development actdgtiand

phases. Docker has introduced container based aeftw

development which overcomes the limitations of mcibud
infrastructure such as complexity due
technologies. Docker has also invented distribusgdtem
development tool called Swarm which extends the kBoc
container based software development process [1].

to differen

dissimilarities of foundations of geospatial d&@ame of them
are normal earth data, exposed topology, NASA eaariiarks
etc Google map also offers map information which te
cast-off but it is proprietary. [6]

3.2. Vector data: Vector data is built using geometrical
shapes such as polygons, lines and pobiscrete data and
other types of data such as categorical data ssdiorasts,
lakes, oceans can be represented in a very goodembw this

tvector data. A feature is something that can be seethe

landscape. GIS environment is one type of envirarimdnich

consists of features that are of real world ansl &mvironment
can be represented using vector data. All thederfesmican be
depicted in the GIS environment. The features ataredata

Docker Swarm has even also introduced many of thgave attributes and these attributes contain nwaleri

dependability attributes to support the developnaémat multi-
cloud dependable system. But Swarm cluster to badma
always available needs minimum of three nodesatefctive
managers which can protect from failure. This siturafor the
dependability is one of the main limitations beeaifstwo
manager nodes fail suddenly due to the failurehefrthosts,
then Swarm cluster cannot be made available fotimeu
operations. This paper presents an approach treacawes
this limitation by detecting and predicting the gibte failures
earlier [2].

Pachyderm enables efficient and sustainable daiencse
workflow. It also maintains the scalability and regucibility
in parallel. Pachyderm stack uses Docker contaiaensell as
Core OS and Kubernetes for cluster managementeflaaes
HDFS with its Pachyderm file system and MapRedudh w
Pachyderm pipelines. We have an reasonable andfgtac
style for making systems of systems (SoS) grounded
Google cloud organization. This system in-turn che
secondhanded by any one and anywhere[3]. The kejuleo
of cloud computing is virtualization which can alse labelled
as the core of cloud computing. The imitation isuyrded on
Docker Swarm, virtual container and other things [5

Modern applications usually are accumulated fromsting
apparatuses and these mechanisms depend on othieese
and applications. For example, your Java applingpiamgram
might use PostgreSQL as a data stock, Redis foxdmgaand
Apache as per a Web server. Each and every compbken
this comes with its own set of addictions that ntayse a
conflict with other apparatuses. By wrapping eachmgonent
and its dependencies, Docker resolves this liroitati

. METHODOLOGY

The distributed framework which is distributed ahuhly
scalable has the following components:

information or textual information and these atitds
represent the vector data.

3.3. Graph data: Graph data is in the form of maps which
consists of roads and landmarks. Roads will be atieghias
edges in the graph data and landmarks are depicteé form
of as nodes. Landmarks can also be known as intemss in

case of graph data representation.

3.4. Ingest: A scheduler service that periodically triggers
task to pull the compressed vector and graph data éxternal
data source, validate and publish the data to psitg
component.

3.5. Process: A core component responsible
partitioning the incoming workload into smaller oks,
distribute the work across multiple nodes for patal
processing and store the transformed data in $mkttabase.
The process component will be based on one of feno
source big data processing engine- Apache HadSpark,
Flink or Pachyderm.

3.6. Data Storage: A spatial relational database
management system (SRDMS) that stores the tranetbrm
spatial data in the form of Vector tiles. Objeobrage like
AWS S3.id used for this purpose.

for

Spetil Dz Ingest Process AP Senviee = Web Visuazer

Source

storage

Fig 1. Distributed framework for Geospatial dataqassing

3.1. Spatial Data SourceThey are the data sources related to

geographical location which is usually stored aerdmates
and topology in RDMS database.

There are several
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3.7. API Service: The Rest Application Programming
Interface, API that will have to query the spatiata stored in
the SRDMS and make it directly available on the weing
OGC Web Map Service (WMS) Interface Standard.

3.8. Web Visualizer: A web application to browse through
the information in the displayed part of the map a&ctor tiles
fetched from the APl server. The visualize librarie
understands GeoJSON format and hence we convestsie
location reference data attributes from JSON filé&5e0JSON
file. Now that we get the GeoJSON file it needbé¢ostored in
a cloud for which we will be using Amazon Web Seed EC2
instances. The basic building of this processedpg@l data
in done through containers for which we will bengsDocker
container maintained in Kubernetes orchestratioroafainers.

The Pachyderm is that framework system which isnope
source to work on the flow and does data manageaieng
with it. This is accomplished by creating pipelir@sdata and
acts as a layer of versioning of data ahead ofeptsjfrom a
big system which consists of containers.

Kubernetes acts as a backbone for all this by dnogi
orchestration of these containers through the pobeimy
pipelines. The following diagram shows the archiiee of
Kubernetes. Kubernetes is a cloud computing sersystem
which is open source. It is that system which masag
applications that are containerized across multipisbers of
hosts. It provides necessary mechanisms such tioatan
application to deploy manage and scale.
incorporated Kubernetes architecture is built withaaS cloud
computing service. This is called CaaS cloud compgut
service. The users can use the container servigss ié the
required infrastructure is not present. CaaS endajgs each
and every application from the underlying infrastuwe and
hence enables the operation to perform on anygphatfvhich
supports containers and its technologies. A fregmmming
platform is provided by CaaS and hence softwaresldpers
need not depend on the programming languages pub\igt
the vendors. Caas is used to build PaaS.

Following is a brief description of the componeot£aaS:

Physical host or VM: It is a PaaS server whichum o
case is Amazon Web Service EC2 instances.

The highly©
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Fig2. Cloud service provider

For an application we need login, application ldgcle
management, monitoring, security and other necgseawices
r it to work on a whole which are provided by thther
components of PaaS cloud service provider. In oojept the
class roles or participants are map data, osm2oswnierter,
json2geojson converter and geojson required oufhé. map
data we consider here is the OSM data for Bangakgmn.
The protobuf file extracted from the map data &f prarticular
region is converted into JSON file which has a# #ttributes
of the road map of that particular region. Thisegresented in
the form of graphhopper data. It has attributed agcnumber
of nodes, points and links.

The map data is fed as input which representsabsmtial
representation of a particular area required. Whsider only
road map in our project model. Osm2osmir convastanother
class role which converts the protobuf file of Baloge region
into our desired JSON file. It consists of all thecessary

Container networking: It is the networking phase fo attributes of the road of Bangalore region. JSONZISON is
the containers to communicate in an asynchronouthe next class role which converts our JSON fil&&nJSON
manner. Each container has its own IP address and Viile which is the required format for the vizualiz® access.
can ping them to communicate. GeoJSON required output is the next role througlichvive
Container scheduling: It does the scheduling part f can see the attributes of the location referenc8asfgalore
the containers to provide the necessary resoures tegion.

the pachyderm. Through the APl services, the
scheduler makes container A to communicate to
container B Pachyderm language is converted ir?r
Kubernetes language prior to this. n
Service management, container cluster mamageme&te
also does the necessary part of the CaaS services.

The road map of a particular area is extractedotm fa
rotobuf file. The proto file is extracted, masshgand
ansformed to form a JSON file which consists b t
cessary attributes of the road map data. The JHBOIN turn
fed as input to convert in into GeoJSON fileisTbhan be
viewed in a vizualizer. The vizualizer used herdeiflet or
mapshaper.
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The flow chart of the proposed system as showrigirBf
works as follows: incorporated in a PaaS service. We start the kebesnwvhich

. _ . . .prepares the Kubernetes virtual environment todbug. The
* Kubernetes is CaaS cloud computing service which 'gext step after this is to start pachyderm enviremm The
incorporated in a PaaS service. We start th%ontainers are built in CaaS which is KuberneteachE
kubernetes which prepares the Kubernetes virtuglyiainer contains the necessary application to @amtainers
environment to build up. get started. While Pachyderm is started it stdnesmap input

The next step after this is to start pachydernfatain the database which is object storage.
environment. The containers are built in CaaS which Through the container-A map data is converted ogm
is Kubernetes. Each container contains the negessafcation reference data which contains our requatdbutes
application to run. Containers get started. in JSON format. This JSON file is passed on to mexitainer
While Pachyderm is started it stores the map inpu@ container B which in turn converts the locatieference
data in the database which is object storage. data into GeoJSON format in order for the visualite
understand. Container exits after its computation.

Through the container-A map data is converted into

osm location reference data which contains our

. : : V. RESULTS AND DISCUSSION
required attributes in JSON format.

This JSON file is passed on to next container sayrhe map data is extracted and represented in thtelpif file
container B which in turn converts the location format. This data is processed and transformedy @l road
reference data into GeoJSON format in order for the,yip tes through which the vehicles can navigaten place
visualizer to understand. to another location is extracted and stored. Thealfi

Container exits after its computation. representation of this data will be stored in ti&ODl file

Since JSON file format is not understandable byaliger to
represent the map data this JSON file has to beetted into
GeoJSON file fomat. Hence the JSON file is conwkiteo

St GeoJSON file. This finally is represented in thisualizer.
The final road map data seen when we extract Bangal
stat kubernetes region is as shown in the fig 4.
Prepare kubemetes vituzl
enionment mapshaper bengaluru ¥
#1253 lineintersections

start kachyderm

Prepare Pachydem
ol store i} * pof map data

Store nput

1un containers
, Map data
use * pof as imput

output geo
Json data%ase

infate Pachydem fo un
COmpUting containers

ais-siored in database

end of computation

Bxit contangr after

completon of computafion

Fig4. The final road map data seen when we extract

Fig3. Flow chart of the proposed system Bangalore region

IJCRTOXFO005 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 22

Kubernetes is CaaS cloud computing service which is

smplfy | Co



www.ijcrt.org © 2018 1JCRT | Volume 6, Issue 2 April 2018 | ISSN: 2320- 2882

V. CONCLUSION

The manuscript explores about the concept of usimgainers
for processing geospatial data which is generdiljags in a
large scale. The project describes and builds #ilulised
geospatial processing framework based on one ef th
evaluated open source stream and batch processijiges
like Apache Hadoop, Spark and Pachyderm. Theses tma
used to perform Spatial ETL functionalities liketraxction of
data from different data sources, transformationdafa to
correct errors, cleanse, fuse, make them compianefined
standards and load the transformed data into tespatial
database (postgresql) or GIS file or Geospatial seghices. It
uses container based processing for doing so fge lacale
geospatial data. The cloud based processing engad is
CaaS. Kubernetes is used which processes theClatgainer
service is used even if the given infrastructureds present.
Use of pachyderm helps us in computing of largdesoeal
time map data. Use of Kubernetes helps us in oncttes of
containers. The protobuf format gives us the mdftient
serialization of data because of which the totz sif the data
file gets reduced. The GeoJSON format is required f
visualizer. This experimentation shows the proofcohcept
using distribute computation for processing largale real
time data.
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