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Abstract:  This paper presents MindMate, an AI-powered mental health chatbot designed to offer accessible, 

anonymous support through interactive, voice-enabled conversations. Leveraging fine-tuned language 

models, LangChain, FAISS, and Streamlit, the chatbot delivers personalized guidance and retrieves relevant 

information in real time. It uses retrieval-augmented generation (RAG) to enhance accuracy and integrates 

validated psychological tools like PHQ-9 and GAD-7 for sentiment-aware responses. The chatbot is trained 

on a diverse dataset of mental health dialogues, FAQs, and synthetic conversations. Built with Hugging Face 

transformers and a FAISS-powered retrieval system, it dynamically adapts to user inputs. MindMate is 

accessible through a streamlined web interface, enabling users to seek help anytime, free from judgment. 

 

Index Terms - Mental health support, FAISS, LangChain, LLM, RAG, Sentiment analysis 

 

I. INTRODUCTION 

Mental health remains a global concern, with millions facing barriers like limited access to professionals, high 

costs, stigma, and geographical challenges. In countries like India, where mental health resources are scarce, 

many individuals remain untreated despite rising cases of anxiety, depression, and stress. AI-powered mental 

health chatbots have emerged as a scalable, accessible solution to bridge this gap. 

To address this need, we introduce MindMate, an AI-driven chatbot that provides personalized, cost-effective 

mental health support. Built with LLMs, Retrieval-Augmented Generation (RAG), sentiment analysis, CBT 

techniques, and voice-based interaction, it ensures dynamic and empathetic conversations. MindMate uses 

tools like PHQ-9 and GAD-7 for real-time assessment and is developed with LangChain, FAISS, Hugging 

Face, and Streamlit for seamless, context-aware user experiences. 

 

II. SYSTEM ARCHITECTURE 

MindMate is built on a modular architecture that combines NLP, information retrieval, sentiment analysis, 

and psychological assessments to deliver empathetic, real-time mental health support. Trained on curated 

mental health conversations and therapy dialogues, the system uses preprocessing techniques like 

tokenization, NER, and vectorization to enhance query understanding. 

Deployed via Streamlit with a cloud-based infrastructure, MindMate offers a responsive and accessible user 

interface. It employs LLaMA-based transformer models (e.g., LLaMA 3 with all-mpnet-base-v2 embeddings) 

for semantic similarity, allowing context-aware and emotionally sensitive replies. Retrieval-Augmented 

Generation (RAG) integrated with FAISS ensures accurate response generation by fetching relevant data 

before replying. Real-time sentiment analysis and tools like PHQ-9 and GAD-7 further personalize 

interactions, helping assess emotional well-being and guide supportive recommendations. 
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Figure 1.0: MindMate System Architecture 

To ensure privacy and user trust, MindMate anonymizes all user inputs and follows ethical AI practices 

aligned with mental health guidelines. The system is designed to detect crisis-related keywords and escalate 

critical situations by providing immediate access to professional helplines and emergency resources. Ongoing 

model refinement, feedback loops, and user interaction logs (excluding personal identifiers) are used to 

continuously improve response quality, emotional intelligence, and the overall user experience. 

 

III. IMPLEMENTATION 

The implementation of MindMate follows a modular architecture integrating NLP, retrieval-augmented 

generation (RAG), sentiment analysis, and psychological assessments to deliver a context-aware, AI-powered 

mental health chatbot. Developed with Python, Hugging Face Transformers, FAISS for vector search, 

LangChain for conversation flow, and Streamlit for deployment, it provides real-time, empathetic responses 

in a natural, supportive manner. 

MindMate is trained on a curated dataset from public mental health resources, therapy transcripts, FAQs, and 

web-scraped discussions, enhanced with synthetic examples. Data preprocessing includes stopword removal, 

spelling correction, tokenization, and sentence normalization to ensure clean, context-rich inputs optimized 

for embedding and retrieval. 

The chatbot uses Llama- 3.2 for efficient, contextually accurate response generation. A FAISS-powered RAG 

system retrieves relevant background data by matching user query embeddings, grounding responses in 

validated information. The chatbot dynamically adjusts tone based on sentiment and includes PHQ-9 and 

GAD-7 assessments for personalized, ongoing mental health tracking. 

Privacy and ethical AI are core to MindMate’s design. All conversations are encrypted, anonymized, and 

processed without storing personally identifiable information. Users must explicitly consent to data retention, 

and safety filters are in place to prevent exposure to harmful content. 

Streamlit powers a lightweight, user-friendly interface, supported by scalable cloud infrastructure for low-

latency, high-availability access. MindMate supports multi-turn dialogues, embedded self-help tools, and 

curated resources, with future upgrades planned for multilingual support, reinforcement learning, and real-

time data integration, all while upholding strong privacy and safety standards. 
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IV. RESULTS 

MindMate's performance was rigorously evaluated across four key dimensions: retrieval accuracy, 

sentiment classification, contextual relevance, and user feedback. The chatbot was tested using a diverse 

set of inputs that simulated real-world mental health conversations. The findings showcase that MindMate 

effectively interprets user intent, retrieves relevant information, and adapts its tone based on emotional cues, 

underscoring its role as a responsive and empathetic support tool. 

 Retrieval Performance: Utilizing a test set of 1,000 mental health queries, the system achieved 

impressive metrics:  

 Precision: 89.3%  

 Recall: 86.7%  

 F1-score: 87.9% 

With FAISS enabling fast similarity searches, MindMate maintained a response latency consistently under 

300 milliseconds, ensuring smooth and real-time interactions. 

 Sentiment Analysis Accuracy: The sentiment analysis module achieved an accuracy rate of 91.5% on a 

labeled dataset of emotional user inputs, effectively distinguishing between various emotional states such 

as sad, anxious, and neutral. This capability enabled the chatbot to adjust its tone to align with the user’s 

emotional state. In usability testing, 77% of users reported that the chatbot’s responses were well-aligned 

with their mood, emphasizing the significance of sentiment-aware conversational AI in mental health 

contexts. 

 Mental Health Assessments: The integration of PHQ-9 and GAD-7 assessments within the chatbot 

interface supported structured mental health evaluations. In a pilot study involving 50 users, 84% found 

the chatbot’s coping strategies and resource suggestions relevant to their needs. The system's ability to 

track and adapt to changes in assessment scores over time facilitated ongoing support and personalized 

feedback. 

 Ethical Deployment Measures: To ensure responsible deployment, MindMate includes key safety 

measures such as data anonymization, encrypted message transmission, and no storage of personal 

identifiers. Furthermore, the use of lightweight, efficient models like Llama – 3.2 ensures that the chatbot 

adheres to ethical AI practices while delivering empathetic, real-time support to users seeking accessible 

mental health guidance. 

 User Engagement and Interaction Quality: In a survey conducted after interactions with the MindMate 

chatbot, 90% of users reported feeling more comfortable discussing their mental health issues compared 

to traditional methods of seeking support. The engaging and non-judgmental nature of the chatbot 

facilitated deeper conversations, with users expressing that they felt heard and valued during their 

interactions. This feedback highlights the chatbot's effectiveness in creating a safe space for users to 

explore their feelings and concerns.  

These results collectively affirm that MindMate not only supports users effectively but also prioritizes ethical 

practices and user safety, making it a valuable tool in the realm of mental health assistance. 
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Figure 1.1: MindMate Chatbot User Interface 

 

 

 
Figure 1.2: Depiction of MindMate’s conversational memory 

http://www.ijcrt.org/


www.ijcrt.org                                                           © 2025 IJCRT | Volume 13, Issue 7 July 2025 | ISSN: 2320-2882 

IJCRTBE02107 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org 820 
 

 
Figure 1.3: MindMate’s Daily Check-In Log 

 

 

 
Figure 1.4: Depiction of how MindMate stores Check-In logs 
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Figure 1.5: A picture depicting the integration of mental health assessments (PHQ and GAD) 

 

 
Figure 1.6: Depiction of the chatbot suggesting therapy sources 

 

V. CONCLUSION 

The AI-assisted mental health chatbot demonstrates a well-rounded approach to providing mental health 

support by integrating conversational AI, structured assessments, and therapy recommendations. Through 

empathetic and dynamic interactions, the chatbot engages users in meaningful conversations, allowing them 

to express their concerns and receive thoughtful responses. By recognizing emotional distress, such as 

loneliness and sleep disturbances, the chatbot encourages users to share more details, enabling a more 

personalized and supportive dialogue. The inclusion of self-care tips, such as relaxation techniques, healthy 

lifestyle habits, and exercise, highlights the chatbot’s role in offering accessible and practical mental health 

guidance. 

Beyond conversational support, the chatbot’s web-based interface enhances user experience by incorporating 

the PHQ-9 depression screening tool. This structured questionnaire helps users evaluate their mental health 

status by quantifying symptoms based on frequency and severity. The automated scoring mechanism provides 

immediate feedback, categorizing the user’s depression level and ensuring a data-driven approach to mental 

health assessment. By offering therapy resource recommendations, such as stress relief guides, the chatbot 

extends its functionality beyond conversation, directing users toward useful interventions. Additionally, the 

clear disclaimer reinforces the importance of consulting licensed professionals for clinical diagnoses, 

maintaining ethical boundaries within the system. 
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Overall, this chatbot effectively combines AI-driven conversation with structured mental health evaluations 

to create a supportive and accessible tool for users seeking emotional well-being. Its ability to engage in 

human-like interactions, assess mental health conditions, and provide actionable resources makes it a valuable 

companion for individuals in distress. While it serves as a helpful first step in identifying and addressing 

mental health concerns, integrating further enhancements—such as real-time professional support or 

personalized therapeutic exercises—could strengthen its impact. As technology continues to evolve, AI-

powered mental health tools like this chatbot hold significant potential in bridging gaps in mental health care, 

offering immediate and empathetic support to those in need. 

 

VI. LITERATURE REVIEW 

The increasing demand for mental health services has prompted significant interest in leveraging artificial 

intelligence (AI) technologies to provide support. This section reviews existing literature on AI-powered 

mental health chatbots, focusing on their effectiveness, user engagement, implementation challenges, and the 

psychological underpinning of their design. 

Several studies highlight the potential of AI chatbots in delivering mental health support. Cheng and Jiang 

(2020) examined users' motivations for engaging with AI chatbots during crises, finding that these tools can 

offer valuable preliminary support for individuals in distress. Similarly, Van der Schyff et al. (2023) 

demonstrated that chatbots like Leora could meet substantial demand for self-led mental health care, providing 

users with tailored information and resources based on their input. Numerous trials have shown that chatbots 

can effectively deliver Cognitive Behavioral Therapy (CBT) techniques, helping users manage symptoms of 

anxiety and depression. 

Engagement with AI chatbots is a significant predictor of their effectiveness. Past work by Manoharan et al. 

(2024) suggests that users are more likely to engage with chatbots that provide personalized and empathetic 

responses . The dynamic interaction style facilitated by advanced natural language processing (NLP) 

algorithms enhances user experience and keeps users involved. Studies indicate that chatbots that adapt to 

users' emotional tones and provide supportive feedback lead to higher satisfaction rates. 

Despite the promising benefits, there are notable challenges in implementing AI chatbots for mental health. 

A recurring concern is the ethical implications of providing mental health support via AI. Researchers have 

emphasized the need for chatbots to adhere to ethical guidelines, ensuring they do not offer clinical diagnoses 

or replace professional therapists. Furthermore, issues such as data privacy, security, and the handling of 

sensitive user information remain critical. 

The design of effective mental health chatbots relies heavily on psychological principles. Integrating 

psychological assessments, such as the PHQ-9 and GAD-7 scales, can enhance a chatbot’s ability to provide 

relevant and effective support. Mehta et al. (2022) underscored the importance of sentiment analysis in 

understanding users' emotional states, allowing for more nuanced and contextually appropriate responses. By 

leveraging these assessments and techniques, chatbots can better support users and help them navigate their 

emotional challenges. 

The ongoing development of AI technology promises further innovations in mental health support systems. 

Future research should focus on improving the multi-turn dialogue capabilities of chatbots to foster more 

sustained conversations. There is also a growing interest in incorporating reinforcement learning techniques, 

which could help chatbots learn from interactions and improve their responses over time. Expanding language 

support and cultural adaptability will also be essential in making these tools widely accessible. 

AI-powered mental health chatbots present an exciting frontier for mental health support, showing promise in 

alleviating barriers to access. However, further research is essential to address existing challenges and 

optimize their design to ensure they meet user needs effectively. 
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