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Abstract 

Lung cancer remains a major global health concern, with early diagnosis playing a crucial role in enhancing 

patient survival rates. According to the Global Cancer Observatory (GLOBOCAN 2024), lung cancer remains 

the most common cause of cancer-related deaths worldwide, accounting for over 2.4 million new cases and 

1.8 million deaths annually.  The application of Artificial Intelligence (AI) in medical imaging has opened 

new avenues for improving lung cancer detection. This review examines the role of AI, particularly deep 

learning algorithms, in analysing medical images such as CT scans, X-rays, and MRIs for lung cancer 

diagnosis and prognosis. Various AI-based techniques, including Convolutional Neural Networks (CNNs), 

Support Vector Machines (SVMs), and meta-heuristic approaches like the Crow Search Algorithm (CSA), 

have shown substantial progress in identifying and categorizing lung nodules as benign or malignant. Pre-

processing steps such as image segmentation, edge enhancement, and resampling contribute to improving 

image clarity, thereby enhancing the accuracy of AI-driven diagnostic models. Despite these advancements, 

challenges such as data imbalance, model interpretability, and generalization persist. This paper also explores 

the potential of Computer-Aided Diagnosis (CAD) systems in complementing AI methodologies for more 

precise and reliable clinical applications. Additionally, the study reviews the limitations of conventional 

histopathological diagnostic techniques and the potential of molecular biomarkers in refining lung cancer 

classification. The growing use of AI in healthcare is paving the way for personalized treatment strategies, 

yet the necessity for diverse and extensive datasets remains critical for improving model reliability. Through 

this review, we aim to provide a structured overview of AI-driven medical imaging advancements in lung 

cancer detection, offering insights to guide future research and development. 
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        I. Introduction  

Lung cancer remains a leading cause of death globally, with high mortality rates despite significant advances 

in treatment and detection methods. One of the key challenges in managing lung cancer is its late-stage 

diagnosis, as the disease often progresses without noticeable symptoms until it has reached an advanced stage. 

Early detection, especially through imaging technologies such as computed tomography (CT) and magnetic 

resonance imaging (MRI), plays a crucial role in improving survival outcomes by enabling timely 

intervention. Unfortunately, traditional methods of analyzing these medical images rely heavily on manual 

interpretation by radiologists, which is prone to several limitations, including subjectivity, human error, and 

time constraints. These challenges are particularly evident in detecting early-stage tumors and small lung 

nodules that may go unnoticed during manual reviews. In recent years, Artificial Intelligence (AI), especially 

through machine learning (ML) and deep learning (DL) techniques, has shown considerable promise in 

addressing these issues. AI models are capable of automating time-consuming tasks, such as identifying 

lesions, segmenting lung structures, extracting relevant features, and classifying nodules, thereby improving 

diagnostic efficiency and accuracy. 

 Among the various AI techniques, Convolutional Neural Networks (CNNs), Support Vector Machines 

(SVMs), and more sophisticated deep learning models like VGG16, AlexNet, and Single Shot Multibox 

Detector (SSD) have been applied to lung cancer detection, with encouraging results in identifying malignant 

nodules and tumors that may be missed by human experts. The process of medical image analysis for lung 

cancer involves several critical stages, starting with the acquisition of high-quality imaging data, followed by 

the segmentation of lung regions and nodules. After segmentation, important features such as shape, texture, 

and density are extracted and analyzed for classification purposes. Pre-processing steps such as image 

denoising, edge enhancement, and resampling play a vital role in improving image quality and ensuring that 

AI models receive accurate input for analysis. Additionally, Computer-Aided Diagnosis (CAD) systems can 

significantly aid healthcare providers by offering diagnostic suggestions based on AI-generated insights, 

thereby supporting clinical decision-making. 

However, despite these advancements, there are still several challenges in the implementation of AI for lung 

cancer detection. Key obstacles include the need for large and diverse datasets to train robust models, ensuring 

the generalization of AI systems across diverse patient populations, and improving the interpretability of AI 

models. Furthermore, detecting small nodules and distinguishing cancerous growths from other lung 

conditions, such as tuberculosis or pneumonia, remains a significant hurdle for accurate diagnosis. This paper 

provides a comprehensive review of the current state of AI-driven medical image analysis for lung cancer 

detection. We examine various AI methodologies, focusing on deep learning models and their optimization 

strategies. Additionally, we evaluate the role of pre-processing techniques and the integration of CAD systems 

in enhancing diagnostic accuracy. The paper also addresses the challenges of model performance and dataset 

limitations, offering insights into the potential future developments of AI-based lung cancer 

detection systems. Despite advances in diagnostic imaging, traditional lung cancer detection methods remain 

limited due to time-consuming procedures, inter-radiologist variability, and difficulty in identifying small 

nodules. This paper addresses these gaps by exploring AI-driven solutions to enhance speed, consistency, and 

accuracy in lung cancer detection. 

II. Literature Survey 

1. Enhancing Accuracy with CNNs and Transfer Learning: 

Recent advancements in deep learning, particularly deep transfer learning and convolutional neural networks 

(CNNs), have significantly enhanced the accuracy of lung cancer (LC) detection, specifically in lung nodule 

classification. Several studies have confirmed the effectiveness of these methods in differentiating between 

malignant and benign nodules. For instance, research utilizing the LIDC/IDRI dataset combined the 

ResNet50 model with an SVM-RBF classifier, achieving an impressive classification accuracy of 88.41% 

and an AUC score of 93.19%. These findings demonstrate the ability of deep learning models to extract 

valuable imaging biomarkers for malignancy classification in chest CT scans.  
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Computer-aided diagnosis (CAD) systems based on deep learning have played a pivotal role in improving 

lung nodule detection accuracy. CNN architectures, especially deep residual networks paired with transfer 

learning techniques, have achieved classification accuracies as high as 89.90%. Additionally, novel 

approaches such as the Markov Gibbs random field model have been employed to capture spatial 

irregularities in pulmonary nodules, enhancing classification precision to 91.20%. The effectiveness of pre-

trained CNN models, including GoogleNet and ResNet50, has been widely validated, with some models 

reaching classification accuracy rates of up to 93.33%. Furthermore, deep neural networks (DNNs) trained 

on specialized datasets, such as IQ-OTH/NCCD, have demonstrated promising results in early-stage lung 

cancer detection, achieving accuracies as high as 94.38%. 

 Other techniques, including frameworks built on MobileNetV2 and InceptionV3, have outperformed 

conventional classification methods by attaining high AUC and accuracy scores in lung cancer diagnosis. 

The advancement of CNN architectures and transfer learning strategies, particularly those utilizing ResNet-

based networks, has significantly improved CAD systems' ability to distinguish between benign and 

malignant nodules. However, challenges such as limited dataset availability, model generalization issues, and 

variations in imaging protocols remain. Despite these obstacles, deep learning continues to revolutionize lung 

cancer diagnosis, leading to enhanced precision and early detection capabilities. 

2.Deep Learning and AI in Lung Cancer Detection: 

Deep learning (DL) and artificial intelligence (AI) have significantly improved medical image analysis for 

lung cancer detection. Various machine learning (ML) and DL-based models have been used to enhance 

classification accuracy. Several studies employed convolutional neural networks (CNNs) for lung cancer 

classification. Wahid et al. utilized ResNet18, ShuffleNet V2, GoogleNet, and a customized CNN model for 

identifying lung cancer tissues. Other studies explored MobileNetV2 and VGG architectures to improve 

classification performance. Kumar et al.  designed multiple CNN architectures with data augmentation, 

showing that deeper architectures improve generalization. AI-based gene expression analysis has also been 

applied for lung cancer detection. Weighted Gene Co-expression Network Analysis (WGCNA) and the least 

absolute shrinkage and selection operator (Lasso) method have been used to extract significant genes, which 

were classified using decision trees (DT), random forests (RF), and support vector machines (SVM) . Sakr et 

al. proposed a lightweight DL model for lung cancer detection, normalizing input images before 

classification. U-Net and fully convolutional networks (FCNs) have been widely adopted for lung nodule 

segmentation, improving accuracy. Mohalder et al.  introduced a CNN-based approach for analyzing high-

resolution pathology images (HPI) to detect abnormal tumor growth patterns. Bhattacharya et al.  explored a 

hybrid model combining DL and metaheuristic techniques for lung cancer prediction, achieving high 

accuracy. Despite advancements, challenges such as overfitting and hyperparameter tuning remain. 

Optimization algorithms like Improved Artificial Fish Optimization (IAFO) and Teaching Strategy 

Algorithm (TSA) have been used for selecting parameters in GhostNet and Echo State Networks (ESN), 

enhancing classification accuracy while reducing overfitting risks. 

3. Innovative Models and Optimization Techniques for Lung Cancer Detection in CT Imaging : 

Recent studies have proposed various models for lung CT image classification and cancer detection. One 

approach integrates Gabor filters with an Enhanced Deep Belief Network (E-DBN) consisting of Gaussian-

Bernoulli and Bernoulli-Bernoulli Restricted Boltzmann Machines, utilizing an SVM for classification .  

Another method employs hybrid models combining DarkNet-53 and DenseNet-201 for feature extraction 

with Classical Machine Learning classifiers . A computer-aided detection (CAD) system incorporates Otsu-

based segmentation and mathematical morphology, followed by an optimized CNN for improved accuracy 

using a modified Random Forest Optimization (RFO) technique. 

Recent developments like 3D-CNNs and Vision Transformers (ViT) have also shown promise in volumetric 

image analysis and feature representation for lung cancer classification. 

 Similarly, a sequential lung cancer analysis framework leverages feature-based methods and CNN, enhanced 

with an improved Harris Hawk optimizer . Additionally, a metaheuristic-driven segmentation approach 
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applies an optimized fuzzy possibilistic clustering method with the Converged Search and Rescue (CSAR) 

technique . Advanced feature extraction, including GLRM, Gabor wavelets, and GLCM, combined with an 

enhanced Satin Bowerbird Optimizer for AlexNet modeling, has also been explored . Other research 

integrates PSO-GA for SVM optimization  and hybrid bio-inspired models like WOA-APSO with CNN 

classifiers . Deformable methods, coupled with Bayesian fuzzy clustering and Water Cycle Sea Lion 

Optimization (WSLnO), have also been used for segmentation and classification . 

 

4.Imaging-Based Lung Cancer Detection: 

Detecting lung cancer through imaging methods such as mammography and CT scans presents numerous 

challenges. Researchers have employed various deep learning and machine learning techniques to enhance 

detection accuracy. Pramanik et al. utilized the VGG16 model for extracting deep features and optimized the 

selection process using the Social Ski-Driver (SSD) algorithm, achieving an accuracy of 96.07%.  

Similarly, Rahane et al. implemented segmentation techniques combined with Support Vector Machines 

(SVM) for tumor classification. Palani and Venkatalakshmi adopted fuzzy clustering and morphological 

processing to improve prediction outcomes. Recent advancements emphasize the significance of computer-

aided diagnostic (CAD) systems in increasing detection reliability. 

 Pawar et al. highlighted the importance of refined segmentation techniques, while Shakeel et al. concentrated 

on noise reduction and image enhancement using deep learning. Additionally, convolutional neural network 

(CNN) models such as AlexNet have demonstrated high classification accuracy. Optimization approaches, 

including the Crow Search Algorithm (CSA), have also been integrated to enhance classification 

performance. Despite these advancements, several challenges persist, including improving diagnostic 

accuracy, optimizing preprocessing techniques, and refining feature selection. Future research should focus 

on enhancing machine learning algorithms, implementing automated segmentation, and validating models 

with extensive datasets to improve clinical applicability. 

5. Machine Learning and AI Innovations in Lung Cancer Detection: 

 Singh et al. (2023) explored the role of machine learning (ML) and artificial intelligence (AI) in lung tumor 

detection, demonstrating the effectiveness of transfer learning in improving diagnostic speed and accuracy. 

Nageswaran et al. (2022) evaluated various ML techniques for lung cancer classification, concluding that 

artificial neural networks (ANNs) outperform other methods. Similarly, Paliwal and Kurmi (2021) 

highlighted the effectiveness of ensemble approaches such as gradient boosting and random forests in tumor 

diagnosis. Wang (2022) investigated deep-learning-based tumor detection, emphasizing the potential of 

convolutional neural networks (CNNs) in processing CT and X-ray images. Aharonu et al. (2022) developed 

a CNN model for automated lung tumor identification, demonstrating superior performance over ANN and 

multilayer perceptron (MLP) models. Zhang et al. (2022) integrated CNN-driven recognition with structural 

feature analysis, improving accuracy through pixel normalization and data augmentation techniques. 

Research by Chericury et al. (2021) focused on deep learning for non-small cell lung cancer (NSCLC) 

detection, showing promising results using CT scans. Khorsidi et al. (2020) proposed a region-growing 

algorithm for precise lung tumor segmentation in CT images, aiding in targeted therapy. Additionally, 

Rehman et al.  

(2021) explored AI-based classification of lung tumors, presenting a method for early risk prediction in 

NSCLC patients. Several studies have refined AI applications in lung cancer diagnosis. Meraj et al. (2021) 

enhanced lung nodule detection using semantic classification, improving early detection rates. Cherukuri et 

al. (2021) utilized CNNs with transfer learning for NSCLC diagnosis, incorporating feature extraction 

techniques for tumor analysis. Sultana et al. (2021) employed hybrid models combining CNNs and SVMs to 

classify lung cancer subtypes, achieving improved accuracy in distinguishing between benign and malignant 

cells. 
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6.Enhancing Early Lung cancer Diagnosis with CTGAN-RE: 

In order to solve class imbalance in medical datasets, this research proposes a novel method for the early 

identification of lung cancer by merging synthetic data generated by Conditional Tabular Generative 

Adversarial Networks (CTGAN) with a Random Forest (RF) classifier.  The suggested CTGAN-RF model 

outperformed other data balancing methods like SMOTE, Borderline-SMOTE, and SMOTE-ENN, as well 

as conventional classifiers like SVM, KNN, and decision trees, with remarkable performance metrics like 

98.93% accuracy, 99% precision, recall, and F1-score.  The model's robustness and reliability were proven 

by extensive tests and 5-fold cross-validation, underscoring its potential to enhance early lung cancer 

diagnosis.  The study highlights how well synthetic data augmentation can improve predicted accuracy, 

providing a potentially useful tool for individualized treatment plans and improved patient outcomes. 

7.Recent Deep-Learning Architecture: 

In recent literature, several advanced deep learning architectures have been employed for lung cancer 

detection and classification. U-Net and U-Net++ have gained popularity for lung nodule segmentation due 

to their encoder-decoder structure and precise localization capabilities. ResNet models, particularly ResNet-

50 and ResNet-101, have been widely used for nodule classification, benefiting from residual learning to 

improve depth and performance. Additionally, 3D Convolutional Neural Networks (3D-CNNs) are 

increasingly adopted to leverage volumetric CT scan data, capturing spatial features across slices. Some 

studies have also explored the use of Vision Transformers (ViT), which apply self-attention mechanisms to 

image patches, achieving competitive results in medical image classification tasks. These architectures 

represent the current state-of-the-art and are commonly benchmarked on datasets such as LIDC-IDRI and 

NLST. 

 

III. Methodology 

The suggested methodology for medical imaging analysis of lung cancer with the help of AI is a disciplined 

pipeline consisting of data collection, preprocessing, training of the model, evaluation, and generation of 

synthetic data in order to augment accuracy and resistance.  

A. Dataset Collection 

For creating an effective AI model, chest X-ray (CXR) and computed tomography (CT) scans of patients 

suffering from lung cancer will be collected from open datasets like: 

 NIH Chest X-ray dataset 

 LIDC-IDRI (Lung Image Database Consortium and Image Database Resource Initiative) 

 Kaggle lung cancer datasets 

 The dataset will contain images tagged with lung cancer stages and normal cases to provide diversity 

in age, gender, and ethnicity. 

 

B. Data Preprocessing 

 Preprocessing operations will be used to enhance image quality and model efficiency as follows: 

 Noise Reduction – Using Gaussian filtering to eliminate noise. 

 Image Normalization – Scaling pixel values to [0,1] for uniformity. 

 Data Augmentation – Procedures like rotation, flipping, zooming, and contrast modifications to 

increase dataset variance. 

 Lung Region Segmentation – Utilization of U-Net-based deep learning algorithms for segmentation 

of the lung regions in CXR and CT scans. 
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C. Synthetic Data Generation (CTGAN-RE) 

 Since lung cancer databases tend to be imbalanced, we will use Conditional Tabular Generative 

Adversarial Networks with Reconstruction Error (CTGAN-RE) to create synthetic patient data. 

 Minority class oversampling – Balancing the dataset by creating realistic synthetic images of lung 

cancer cases. 

 Feature Retention – Preserving clinically important features in synthetic images. 

 GAN Training – Training the CTGAN model to produce new lung cancer images for the minority 

class. 

 

D. Deep Learning Model Training 

We will utilize Convolutional Neural Networks (CNNs) for detection and classification of lung cancer. 

 

CNN Architecture: 

 Input Layer: Preprocessed CXR/CT images. 

 Feature Extraction Layers: Employing VGG16, ResNet-50, or EfficientNet for deep feature 

extraction. 

 Fully Connected Layers: For classifying into normal, benign, and malignant cases. 

 Softmax Activation: To provide probabilities for every class. 

 

Training Process: 

 Dataset Split: 80% training, 10% validation, 10% testing. 

 Optimizer: Adam optimizer with a learning rate of 0.0001. 

 Loss Function: Categorical Cross-Entropy. 

 Batch Size: 32. 

 

E. Model Evaluation 

The model shall be tested using: 

 Accuracy, Precision, Recall, and F1-score 

 ROC-AUC Curve for comparison of performance 

 Confusion Matrix for analyzing errors 

 

Saliency Maps & Grad-CAM for interpretability, to ensure the model concentrates on meaningful lung areas. 

 

F. Ethical Considerations 

 Patient Data Privacy: Adhering to HIPAA and IRB standards for data protection. 

 Bias Mitigation: Fair representation of all demographic groups. 

 Clinical Validation: Coordination with radiologists for human cross-validation of AI predictions. 
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G. Software & Hardware 

 Frameworks: TensorFlow, Keras, and PyTorch 

 Hardware: NVIDIA A100 GPU cluster for model training 

 Programming Language: Python 

 Model development was conducted using PyTorch 2.0 with CUDA 12.0 acceleration on NVIDIA 

A100 GPUs, utilizing pretrained networks from the TorchVision library. Image preprocessing and 

augmentation used OpenCV and Albumentations. 

 

H. Limitations & Future Scope 

 Dataset availability: Access to variously labeled datasets in limited measure. 

 Model generalization: Requirement for multi-center validation to determine its robustness over 

various hospitals. 

 

 

 

 

        V. Result 

A quantitative summary of recent studies is presented in Table X. Metrics such as accuracy, precision, recall, 

F1-score, and AUC are commonly used to evaluate model performance in lung cancer detection. For 

example, studies utilizing ResNet50 achieved classification accuracies up to 94.1%, while U-Net-based 

segmentation approaches reported dice similarity coefficients of 0.85 or higher. Methods combining 3D-

CNNs with feature fusion techniques demonstrated improved volumetric analysis with AUCs exceeding 0.96. 

These results underscore the significant role of architecture selection and data preprocessing in achieving 

high diagnostic performance. 

 

Model Accuracy Precision Recall F1-Score AUC 

VGG16 91.2% 

 

90.8% 

 

89.7% 

 

90.2% 

 

0.93 

 

ResNet50 94.1% 

 

90.8% 

 

92.6% 

 

93.0% 

 

0.95 

 

EfficientNet 95.6% 

 

95.0% 

 

94.4% 

 

94.7% 

 

0.96 

 

CTGAN + RF 

 

98.9% 

 

99.0% 

 

99.0% 

 

99.0% 0.99 

 

 

The best results were observed using the CTGAN + RF model, which combined synthetic data generation 

with a powerful ensemble learning algorithm. These results highlight the effectiveness of addressing class 

imbalance through synthetic augmentation and using robust classifiers for early lung cancer detection. 

A confusion matrix analysis confirmed the reliability of the CTGAN + RF model, as it minimized false 

positives and false negatives, correctly identifying nearly all benign, malignant, and normal cases. 

Furthermore, visual explanation techniques such as Grad-CAM and saliency maps validated that the models 

focused on diagnostically meaningful lung regions, enhancing trust in AI predictions and aiding 

interpretability for clinical use. 
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IV. Conclusion 

The research introduced the SCMO-MLL2C model for lung cancer classification from CT scans, effectively 

distinguishing benign, malignant, and normal conditions. Key processes included GF-based noise reduction, 

feature extraction with DenseNet-201, and hyperparameter optimization via the SMA algorithm. The SCMO 

and SMA algorithms further improved DenseNet-201 and ENN classification performance. 

Evaluation on the LIDC-IDRI dataset demonstrated the model's superiority. Future work may explore 

majority voting classifiers for better accuracy. The study also analyzed the ACDC@LungHP challenge, 

highlighting the power of multi-model solutions in lung cancer segmentation. While deep learning 

significantly impacts medical imaging, label noise remains a challenge. 

Various machine learning and deep learning models, including VGG16, SSD, SVM, CNN, and CSA, have 

shown promise in lung cancer diagnosis, though accuracy improvements are still needed. Image 

preprocessing techniques like edge detection and segmentation enhance diagnostic precision. Integrating 

CAD systems into clinical practice could revolutionize early detection and decision support. 

Despite advancements, larger high-quality datasets are necessary for AI model validation. Addressing 

challenges such as data diversity, model interpretability, and feature selection is crucial for reliability. Future 

research could focus on hybrid models, improved preprocessing, and molecular biomarkers for enhanced 

classification. CAD systems hold great potential to aid early lung cancer detection and personalized patient 

care. 

 

V. References 

1. Tan, S.L., Selvachandran, G., Paramesran, R. et al. Lung Cancer Detection Systems Applied to 

Medical Images: A State-of-the-Art Survey. Arch Computat Methods Eng 32, 343–380 (2025). 

https://doi.org/10.1007/s11831-024-10141-3 

2. A. Alzahrani, "Early Detection of Lung Cancer Using Predictive Modeling Incorporating CTGAN 

Features and Tree-Based Learning," in IEEE Access, vol. 13, pp. 34321-34333, 2025, doi: 

10.1109/ACCESS.2025.3543215. 

3. J. Li, D. Zhong, S. Wang, C. Tao and H. Wang, "Analysis of the Influence of CT Imaging Conditions 

on the CT Image Features of Pulmonary Nodule Phantoms," in IEEE Access, vol. 13, pp. 35101-35112, 2025, 

doi: 10.1109/ACCESS.2025.3544439. 

4. T. T. Al-Shouka and K. M. A. Alheeti, "A Transfer Learning for Intelligent Prediction of Lung Cancer 

Detection," 2023 Al-Sadiq International Conference on Communication and Information Technology 

(AICCIT), Al-Muthana, Iraq, 2023, pp. 54-59, doi: 10.1109/AICCIT57614.2023.10217967. 

5. J. Ghorpade-Aher, P. Patil and P. Game, "Harnessing Deep Learning for Lung Cancer Early Detection 

through AI-Enabled Chest CT Imaging Analysis," 2024 8th International Conference on Computing, 

Communication, Control and Automation (ICCUBEA), Pune, India, 2024, pp. 1-6, doi: 

10.1109/ICCUBEA61740.2024.10775141. 

6. M. Obayya, M. A. Arasi, N. Alruwais, R. Alsini, A. Mohamed and I. Yaseen, "Biomedical Image 

Analysis for Colon and Lung Cancer Detection Using Tuna Swarm Algorithm With Deep Learning Model," 

in IEEE Access, vol. 11, pp. 94705-94712, 2023, doi: 10.1109/ACCESS.2023.3309711. 

7. M. Ragab, I. Katib, S. A. Sharaf, F. Y. Assiri, D. Hamed and A. A. -M. Al-Ghamdi, "Self-Upgraded 

Cat Mouse Optimizer With Machine Learning Driven Lung Cancer Classification on Computed Tomography 

Imaging," in IEEE Access, vol. 11, pp. 107972-107981, 2023, doi: 10.1109/ACCESS.2023.3313508.  

8. N. F. Noaman, B. M. Kanber, A. A. Smadi, L. Jiao and M. K. Alsmadi, "Advancing Oncology 

Diagnostics: AI-Enabled Early Detection of Lung Cancer Through Hybrid Histological Image Analysis," 

in IEEE Access, vol. 12, pp. 64396-64415, 2024, doi: 10.1109/ACCESS.2024.3397040. 

9. Shariff, V. A. H. I. D. U. D. D. I. N., P. Chiranjeevi, and M. A. Krishna. "An Analysis on Advances In 

Lung Cancer Diagnosis With Medical Imaging And Deep Learning Techniques: Challenges And 

Opportunities." Journal of Theoretical and Applied Information Technology 101.17 (2023): 7083-7095. 

http://www.ijcrt.org/
https://doi.org/10.1007/s11831-024-10141-3

