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Abstract: This paper conducts a comparative analysis of four reinforcement learning (RL) algorithms—Q-learning, Deep Q-Networks (DQN), SARSA, and Proximal Policy Optimization (PPO)—using the Pong game as a benchmark. Each algorithm's performance, convergence rate, and computational efficiency are evaluated. Results indicate that while Q-learning and SARSA exhibit simplicity, they struggle with discrete action spaces. DQN, with its capability to handle continuous action spaces, shows improved performance but requires longer training times. PPO demonstrates a balance between sample efficiency and computational complexity, achieving faster convergence and superior performance. This examination sheds light on selecting appropriate RL algorithms for real-world applications.
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I. INTRODUCTION

Through trial and error, Reinforcement Learning (RL) has become a potent model for teaching intelligent entities to make decisions in dynamic situations. Recurrent learning (RL) algorithms have attracted a lot of attention because of their capacity to discover the best methods without explicit guidance, a feature that has applications in fields such as robotics and gaming.

In this study, we primarily examine four well-known reinforcement learning algorithms—Q-learning, Proximal Policy Optimization (PPO), SARSA, and Deep Q-Networks (DQN)—in the framework of the traditional Pong game. Pong is a great example of a game to assess the effectiveness of reinforcement learning algorithms because of its straightforward but difficult gameplay mechanics. The selected algorithms represent a spectrum of RL techniques, each with its unique approach to learning optimal policies. Q-learning and SARSA are traditional value-based RL algorithms, while DQN introduces deep neural networks to approximate Q-values, enabling the handling of continuous action spaces. PPO, on the other hand, is a state-of-the-art policy gradient method known for its stability and efficiency in handling high-dimensional action spaces. The primary objective of this study is to compare the performance, convergence rate, and computational efficiency of these algorithms when applied to training agents to play Pong. Through a comparative analysis of their advantages and disadvantages, we hope to shed light on how to choose the best RL methods for different real-world scenarios. Through this comparative analysis, we seek to contribute to the understanding of how different RL algorithms perform in challenging environments like Pong, paving the way for more effective and efficient decision-making systems in diverse domains.
II. RL ALGORITHMS

A. Q-Learning

Q-learning is a core RL algorithm where agents learn by exploring an environment. Here’s the key idea:

- **States & Actions**: Imagine the agent that is in a situation (state) and can take action.
- **Rewards**: The environment rewards good actions and penalizes bad ones.
- **Q-Values**: Q-learning estimates the reward for taking an action in a state (Q-value).

The Bellman equation, a key formula, helps update Q-values:

\[ Q(ST, AC) = R(ST, AC) + \gamma \times \max(Q(ST', AC')) \]

Where:
- \( R(ST, AC) \): Immediate reward for taking action A in state S.
- \( \gamma \) (gamma): Discount factor (0 < \( \gamma \) \leq 1) balancing immediate vs. future rewards.
- \( \max(Q(ST', AC')) \): Best future reward achievable from the next state \( S' \).

**The Update Rule:**

Based on this, Q-learning updates Q-values:

\[ Q(ST, AC) \leftarrow Q(ST, AC) + \alpha \times [R(ST, AC) + \gamma \times \max(Q(ST', AC')) - Q(ST, AC)] \]

\( \alpha \) (alpha): Learning rate (0 < \( \alpha \) \leq 1) controlling how much the agent learns from new experiences.

This update takes into account the agent’s prior knowledge (Q-value), future rewards from the next state, and immediate benefits.

By iteratively updating Q-values, the agent learns the best actions to take in different situations for long-term rewards.

B. SARSA

An agent can learn a policy in an unknown environment by using the reinforcement learning method SARSA (State-Action-Reward-State-Action). SARSA and Q-learning, two more well-known RL algorithms, are comparable. Both express the projected future benefit of acting in a certain state using Q-values. Their methods for updating these Q-values, however, vary.

- **States (ST)**: Represent all possible situations the agent encounters in the environment.
- **Actions (AC)**: The available choices the agent can make in each state.
- **Rewards (R)**: Feedback signals from the environment, positive for good actions, negative for bad ones.
- **Q-value (Q(ST, AC))**: Represents the future reward expected, for taking action A in state S.

SARSA update rule:

\[ Q(ST, AC) \leftarrow Q(ST, AC) + \alpha \times [R(ST, AC) + \gamma \times Q(ST', AC')] \]

Where:
- \( \alpha \) (alpha): The learning rate (0 < \( \alpha \) \leq 1) that determines how much the agent learns from new experiences.
- \( R(ST, AC) \): Immediate reward received for taking action AC in state ST.
- \( \gamma \) (gamma): Discount factor (0 < \( \gamma \) \leq 1) balancing immediate vs. future rewards.
- \( ST' \): The next state reached after taking action AC in state ST.
- \( AC' \): The action the agent actually takes in the next state \( S' \).

The agent observes the current state (ST) and takes action (AC). The agent receives a reward (R) and transitions to the next state (ST'). The agent observes the action (AC') it actually took in the next state. Based on the immediate reward (R), the discounted Q-value of the following state based on the action done (\( \gamma \times Q(ST', AC') \)), and the learning rate (\( \alpha \)), the Q-value for the previous state-action pair (ST, AC) is updated. SARSA uses the Q-value based on the action actually taken, which can lead to faster convergence but might get stuck in sub-optimal solutions.
C. DQN

Deep Q-Networks (DQNs), a powerful advancement building upon Q-learning. DQNs leverage deep learning to tackle complex environments with vast state spaces, where traditional Q-learning struggles. DQNs integrate a deep neural network (DNN) to approximate the Q-value function. This network takes the state as input and outputs the estimated Q-values for all possible actions.

Function Approximation with DNN: The DNN, denoted by Q(s, θ), learns to represent the Q-value function. Here, s represents the state and θ denotes the network's learnable parameters.

Experience Replay: Research emphasizes the use of experience replay, a memory buffer that stores past experiences (state transitions, rewards, etc.). This allows the DNN to learn from a diverse set of experiences and reduces the correlation between training samples.

DQNs employ a loss function to measure the difference between the DNN's predicted Q-values and the actual Q-values calculated using the Bellman equation.

Bellman equation:
\[
\text{Loss} = E[ ( R(s, a) + \gamma \cdot \max(Q(s', a'; \theta_{target})) - Q(s, a; \theta) )^2 ]
\]

Where:
E[]: Represents the expectation over the experience replay buffer.
R(s, a): Immediate reward for taking action in state s.
\(\gamma\) (gamma): Discount factor (0 < \(\gamma\) ≤ 1).
max(Q(s', a'; \theta_{target})): Maximum Q-value achievable from the next state s' (after taking action a), estimated by a target network (\(\theta_{target}\)) - a technique to improve stability during training.

The DQN utilizes backpropagation to adjust the network's parameters (\(\theta\)) based on the calculated loss, iteratively improving its Q-value estimates.

D. PPO

Proximal Policy Optimization (PPO) is a powerful reinforcement learning (RL) algorithm. It addresses the limitations of previous methods by offering a stable and efficient approach to policy learning. PPO clips the policy gradients during the update process, ensuring they stay within a certain range. This clipping mechanism, as detailed in research, promotes stability and prevents the policy from diverging too drastically from its previous iteration.

A simplified representation of the PPO update rule incorporating the clipping mechanism is:
\[
\pi' \leftarrow \arg\max \{ \min( \rho(\pi, \pi') \cdot A, \text{clip}(\rho(\pi, \pi'), \epsilon_1, \epsilon_2) \cdot A) \}
\]

Where:
\(\pi\) (pi): Represents the current policy.
\(\pi'\) (pi prime): Represents the new policy after the update.
\(\rho(\pi, \pi')\): Importance ratio, a term that helps account for the difference between the old and new policies (detailed in research papers).
A: Advantage function, indicating how much better an action performs compared to the average.
\(\text{clip}(., \epsilon_1, \epsilon_2)\): Clipping function that restricts the importance ratio within a range defined by \(\epsilon_1\) and \(\epsilon_2\).

The update aims to find the new policy (\(\pi'\)) that maximizes a specific objective function. This objective function involves the importance ratio (\(\rho(\pi, \pi')\)) and the advantage function (A). The clipping function ensures within a specific range (\(\epsilon_1\) and \(\epsilon_2\)). This clipping prevents large policy updates and promotes stability.

The clipping mechanism helps prevent the policy from diverging significantly, leading to more stable learning. PPO can learn effectively even with a limited number of training samples.
III. METHODOLOGY

A. Environment Setup:
A Pong game environment will be implemented using a game engine or a simulation library like Pygame or Gym. This environment provides functionalities for the RL agent to interact with the game:

- Observing Game State: The agent perceives the game state, including ball position (x, y), paddle position (y), and score.
- Taking Actions: Discrete actions like moving the paddle up/down or continuous actions with specific velocities can be defined.
- Receiving Rewards: A reward system guides the agent's learning. A common approach is: Positive reward (+1) for winning a point. Negative reward (-1) for losing a point. Additional rewards (e.g., for keeping the ball in play) can be explored but might require tuning.

B. Reinforcement Learning Algorithms:

- Q-Learning:
  Acquires knowledge of a Q-value function that calculates the projected future benefit of a decision made in a specific condition.
  Agent Implementation:
  State Representation: Uses the defined game state representation (e.g., vector of ball and paddle positions, score).
  Action Space: Discrete or continuous actions as defined in the environment.
  Learning Algorithm: Updates on Q-learning the Q-value function, which takes into account the action taken, the reward obtained, the present state, and the Q-value of the upcoming state, and is based on the Bellman equation.

- SARSA (State-Action-Reward-State-Action):
  Similar to Q-learning, but updates the Q-value based on the action actually taken in the next state.
  Agent Implementation: Same state representation and action space as Q-learning.
  Learning Algorithm: SARSA updates the Q-value function based on the current state, action taken, received reward, next state, and the Q-value of the next state based on the actually taken action.

- Deep Q-Network (DQN):
  Combines Q-learning with a deep neural network to approximate the Q-value function, allowing for handling complex state representations (e.g., an image of the game screen).
  Agent Implementation: State Representation: Can utilize an image of the game screen.
  Action Space: Discrete actions (move the paddle up/down).
  Learning Algorithm: Deep neural network (e.g., convolutional neural network) predicts Q-values for all possible actions in a given state. The network is trained using the update rule of Q-learning (similar to the Q-learning agent).

- Proximal Policy Optimization (PPO):
  Optimizes the agent's policy directly, ensuring stability and sample efficiency.
  Agent Implementation: State Representation: Similar to DQN (can be a vector or image).
  Action Space: Discrete actions.
  Learning Algorithm: PPO uses policy gradients with a clipping mechanism to update the policy in a stable manner. The agent directly interacts with the environment and learns from the rewards it receives.

C. Agent Implementation:
For each chosen RL algorithm, an RL agent will be implemented. Each agent will consist of:

- State Representation: A method to represent the game state as a suitable input for the RL algorithm (e.g., vectors, images).
- Action Space: A definition of the available actions the agent can take (e.g., move the paddle up/down).
• Learning Algorithm: The chosen RL algorithm (DQN, PPO, or SARSA) will be implemented with its specific architecture and learning parameters.

D. Training and Evaluating:
Training Process: Each RL agent will be trained independently in the Pong game environment. The training procedure will involve:
• Episode execution: The agent engages in environmental interaction by taking actions, observing rewards and states, and learning from these experiences.
• Hyperparameter tuning: The hyperparameters of each algorithm (e.g., learning rate, discount factor, network architecture) will be adjusted to optimize performance.
Evaluation: The performance of each trained agent will be evaluated on a separate set of Pong games unseen during training. Metrics like:
• Average Score: The average number of points scored by the agent over multiple games.
• Win Rate: The percentage of games won by the agent.
• Training Time: The time required for each agent to converge to a good performance level.

Fig. Stages of Modelling

IV. RESULTS AND DISCUSSIONS

The paper aimed to compare and analyse the performance of various reinforcement learning algorithms applied to a Pong game environment. Specifically, we evaluate the effectiveness of off-policy algorithms, Q-Learning (QL) and SARSA, as well as on-policy algorithms, Deep Q-Network (DQN) and Proximal Policy Optimization (PPO).

A. Off-Policy Algorithms: Q-Learning vs. SARSA:

• Both Q-Learning and SARSA are popular off-policy reinforcement learning algorithms. In our experiments, we observed that SARSA outperformed Q-Learning in learning efficiency and final performance metrics. This superiority of SARSA over Q-Learning can be attributed to its
on-policy nature, which allows it to take into account, the current policy when updating the Q-values.

- Additionally, SARSA tends to exhibit more stable learning behaviour compared to Q-Learning, as it directly learns the value of state-action pairs under the current policy. This stability often leads to faster convergence and better performance, especially in environments with stochastic dynamics like Pong.

B. On-Policy Algorithms: DQN vs. PPO:

- We contrasted the performance of on-policy reinforcement learning algorithms, namely Deep Q-Network (DQN) and Proximal Policy Optimization (PPO). Our experiments showed that while PPO achieved superior performance metrics compared to DQN, it came at the cost of increased training time.

- PPO’s ability to update the policy in a more conservative and stable manner resulted in better convergence and higher final scores in the Pong game environment. However, this benefit was outweighed by the fact that PPO required a lot more training time than DQN. The increased computational overhead of PPO limits its practical applicability in scenarios where training efficiency is a critical concern.
V. CONCLUSION

In conclusion, our comparative analysis of four prominent reinforcement learning (RL) algorithms—Q-learning, Deep Q-Networks (DQN), SARSA, and Proximal Policy Optimization (PPO)—utilizing the Pong game as a benchmark reveals distinct strengths and weaknesses. While Q-learning and SARSA demonstrate simplicity, they struggle with discrete action spaces, limiting their efficacy in the continuous action space of Pong. DQN, leveraging deep neural networks, exhibits improved performance but lacks efficiency. Conversely, PPO, known for its stability and efficiency in handling high-dimensional action spaces, demonstrates superior convergence but requires a longer time. The findings underscore the importance of considering factors such as sample efficiency, computational complexity, and scalability when selecting RL algorithms for real-world applications. This study contributes to advancing our understanding of RL algorithm performance in complex decision-making tasks, guiding the development of intelligent systems across diverse domains.
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