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Abstract: In this paper we aim to develop an prediction system using machine learning to detect and classify the presence of diabetes in e-healthcare environment using Ensemble Decision Tree Algorithms for high feature selection. A significant attention has been made to the accurate detection of diabetes which is a big challenge for the research community to develop a diagnosis system to detect diabetes in a successful way in the e-healthcare environment. In this paper we aim to develop an prediction system using machine learning to detect and classify the presence of diabetes in e-healthcare environment using Ensemble Decision Tree Algorithms for high feature selection. A significant attention has been made to the accurate detection of diabetes which is a big challenge for the research community to develop a diagnosis system to detect diabetes in a successful way in the e-healthcare environment. The existing diagnosis systems have some drawbacks, such as high computation time, and low prediction accuracy. To handle these issues, we have proposed diagnosis system using machine learning methods, such as preprocessing of data, feature selection, and classification for the detection of diabetes disease in e-healthcare environment. Model validation and performance evaluation metrics have been used to check the validity of the proposed system. We have proposed a filter method based on the Decision Tree algorithm for highly important feature selection. Two ensemble learning Decision Tree algorithms, such as Ada Boost and Random Forest are also used for feature selection and compared the classifier performance with wrapper based feature selection algorithms also. Machine learning classifier Decision Tree has been used for the classification of healthy and diabetic subjects. The experimental results show that the Decision Tree algorithm based on selected features improves the classification performance of the predictive model and achieved optimal accuracy. Additionally, the proposed system performance is high as compared to the previous state-of-the-art methods. High performance of the proposed method is due to the different combinations of selected features set. Furthermore, the experimental results statistical analysis demonstrated that the proposed method would be effectively detected diabetes disease.

Index Terms - Ensemble learning Decision Tree algorithms, such as Ada Boost and Random Forest

I. INTRODUCTION

In recent years, the integration of machine learning (ML) techniques into healthcare has opened up new avenues for predictive analysis and personalized medicine. One of the most pressing challenges in healthcare today is the early detection and management of chronic diseases such as diabetes. With its debilitating effects on individuals' health and the healthcare system at large, diabetes demands innovative solutions for early diagnosis and intervention. Various techniques of Machine Learning can capable to do prediction, however it’s tough to choose best technique. Thus for this purpose we apply popular classification and ensemble methods on dataset for prediction. Diabetes prediction using machine learning
involves leveraging algorithms to analyze data and identify patterns that can indicate the likelihood of an individual developing diabetes. By utilizing features such as age, weight, diet, exercise habits, and genetic predispositions, machine learning models can help predict the risk of diabetes onset, enabling early intervention and personalized healthcare strategies.

II. LITERATURE REVIEW

N. H. Barakat, et al[1] methods have been used for the diagnosis, prognosis, and management of diabetes. In this paper, we propose utilizing support vector machines (SVMs) for the diagnosis of diabetes. In particular, we use an additional explanation module, which turns the “black box” model of an SVM into an intelligible representation of the SVM’s diagnostic (classification) decision. Results on a real-life diabetes dataset show that intelligible SVMs provide a promising tool for the prediction of diabetes, where a comprehensible ruleset have been generated, with prediction accuracy of 94%, sensitivity of 93%, and specificity of 94%. Furthermore, the extracted rules are medically sound and agree with the outcome of relevant medical studies.

A. D. Association[2] The basis of the abnormalities in carbohydrate, fat, and protein metabolism in diabetes is deficient action of insulin on target tissues. Deficient insulin action results from inadequate insulin secretion and/or diminished tissue responses to insulin at one or more points in the complex pathways of hormone action. Impairment of insulin secretion and defects in insulin action frequently coexist in the same patient, and it is often unclear which abnormality, if either alone, is the primary cause of the hyperglycemia.

C. D. Mathers and D. Loncar[3] Global and regional projections of mortality and burden of disease by cause for the years 2000, 2010, and 2030 were published by Murray and Lopez in 1996 as part of the Global Burden of Disease project. These projections, which are based on 1990 data, continue to be widely quoted, although they are substantially outdated; in particular, they substantially underestimated the spread of HIV/AIDS. To address the widespread demand for information on likely future trends in global health, and thereby to support international health policy and priority setting, we have prepared new projections of mortality and burden of disease to 2030 starting from World Health Organization estimates of mortality and burden of disease for 2002. This paper describes the methods, assumptions, input data, and results.

K. Kayaer and T. Yıldırım[4] The performance of recently developed neural network structure, general regression neural network (GRNN), is examined on the medical data. Pima Indian Diabetes (PID) data set is chosen to study on that had been examined by more complex neural network structures in the past. The results of early studies and of the GRNN structure presented in this paper is compared. Close classification accuracy to the reference work using ARTMAP-IC structured model, which is the best result obtained since now, is achieved by using GRNN, which has a simpler structure. The performance of the standard multilayer perceptron (MLP) and radial basis function (RBF) feed forward neural networks are also examined for the comparison as they are the most general and commonly used neural network structures. The performance of the MLP was tested for different types of backpropagation training algorithms.

III. METHODOLOGY

In this section we shall learn about the various classifiers used in machine learning to predict diabetes. We shall also explain our proposed methodology to improve the accuracy. Five different methods were used in this paper. The different methods used are defined below. The output is the accuracy metrics of the machine learning models. Then, the model can be used in prediction.

A. Dataset Description

The Diabetes data set was originated from https://www.kaggle.com/datasets/madanikag/diabetes-prediction. Diabetes dataset containing 768 cases. The data is gathered from UCI repository which is named as Pima Indian Diabetes Dataset. The dataset have many attributes of 768 patients. Diabetes dataset containing 2000 cases. The objective is to predict based on the measures to predict if the patient is diabetic or not.
The diabetes data set consists of 2000 data points, with 9 features each. The 9th attribute is the class variable of each data point. “Outcome” is the feature we are going to predict, 0 means no diabetes, 1 means diabetes.

There is no null value in the dataset.

**B. Data Preprocessing**

Data pre-processing is the most important process. Mostly healthcare-related data contains missing values and other impurities that can cause ineffectiveness of the data. To improve quality and effectiveness obtained after mining process, data pre-processing is done. To use Machine Learning Techniques on the dataset effectively, this process is essential for accurate result and successful prediction. For Pima Indian diabetes dataset, we need to perform pre-processing in two steps.

1. **Missing Values removal**

Remove all the instances that have zero (0) as value. Having zero as value is not possible. Therefore, this instance is eliminated. Through eliminating irrelevant features/instances, we make feature subset and this process is called feature subset selection, which reduces dimensionality of the data and helps to work faster.
2. Splitting of data

After cleaning the data, data is normalized in training and testing the model. When data is spitted then we train algorithm on the training data set and keep test data set aside. This training process will produce the training model based on logic and algorithms and values of the feature in training data. Basically aim of normalization is to bring all the attributes under same scale.

C. Apply Machine Learning

When data has been ready we apply Machine Learning Technique. We use different classification and ensemble techniques, to predict diabetes. The methods applied on Pima Indians diabetes dataset. Main objective to apply Machine Learning Techniques to analyze the performance of these methods and find accuracy of them, and also been able to figure out the responsible/important feature which play a major role in prediction.

IV. CONCLUSION AND DISCUSSION

1) Correlation Matrix

It is easy to see that there is no single feature that has a very high correlation with our outcome value. Some of the features have a negative correlation with the outcome value and some have positive.

2) Ensembling

Ensembling is a machine learning technique. Ensemble means using multiple learning algorithms together for some task. It provides better prediction than any other individual model that’s why it is used. The main cause of error is noise bias and variance, ensemble methods help to reduce or minimize these errors. There are two popular ensemble methods such as – Bagging, Boosting, ada-boosting, Gradient boosting, voting, averaging etc. Here In these work we have used Bagging (Random forest) and Gradient boosting ensemble methods for predicting diabetes.

3) Precision and recall

Precision measures the accuracy of positive predictions, while recall gauges the ability to identify all relevant instances. Achieving high precision ensures accurate positive predictions, while high recall ensures minimal false negatives, crucial for effective early detection and intervention in diabetes.
4) **Confusion Matrix**

A confusion matrix summarizes model performance by comparing actual diabetes status with predictions. It categorizes results into true positives, true negatives, false positives, and false negatives. This aids in assessing model accuracy and identifying areas for improvement in diabetes risk prediction algorithms.

**Confusion Matrix**

```
  | 0  | 259 | 11 |
0 | 24 |    |    |
1 | 121|    |    |
```

5) **Diabetes Prediction**

Machine learning facilitates diabetes prediction by analyzing diverse health data to assess an individual's risk of developing diabetes. Through automated algorithms and user-friendly interfaces, it offers personalized risk assessments, integrates with existing systems, and enables early detection, enhancing healthcare efficiency and improving patient outcomes.

V. **MODEL BUILDING**

This is most important phase which includes model building for prediction of diabetes. In this we have implemented various machine learning algorithms which are discussed above for diabetes prediction.
Procedure of Proposed Methodology
Step1: Import required libraries, Import diabetes dataset.
Step2: Pre-process data to remove missing data.
Step3: Perform percentage split of 80% to divide dataset as Training set and 20% to Test set.
Step4: Select the machine learning algorithm i.e. KNearest Neighbor, Support Vector Machine, Decision Tree, Logistic regression, Random Forest and Gradient boosting algorithm.
Step5: Build the classifier model for the mentioned machine learning algorithm based on training set.
Step6: Test the Classifier model for the mentioned machine learning algorithm based on test set.
Step7: Perform Comparison Evaluation of the experimental performance results obtained for each classifier.
Step8: After analyzing based on various measures conclude the best performing algorithm.

VI. CONCLUSION AND FUTURE WORK
One of the important real-world medical problems is the detection of diabetes at its early stage. In this study, systematic efforts are made in designing a system which results in the prediction of diabetes. During this work, five machine learning classification algorithms are studied and evaluated on various measures. Experiments are performed on John Diabetes Database. Experimental results determine the adequacy of the designed system with an achieved accuracy of 99% using Decision Tree algorithm. In future, the designed system with the used machine learning classification algorithms can be used to predict or diagnose other diseases. The work can be extended and improved for the automation of diabetes analysis including some other machine learning algorithms.
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