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Abstract— Cardiovascular diseases (CVDs)
continue to be the primary cause of death
globally, highlighting the critical need for efficient
prevention and early detection. Traditional
diagnostic approaches, though clinically valuable,
often involve high costs, delayed diagnosis, and
limited personalization. Leveraging extensive
hospital records, this work proposes a robust
machine learning—driven framework for
automated feature selection, risk prediction, and
clinical decision support in CVD management. A
comprehensive prepossessing pipeline, including
normalization, missing value handling, and
feature selection, ensured reliable model inputs.
Multiple machine learning algorithms classified
patients into cardiovascular risk categories based
on clinical and lifestyle parameters such as
cholesterol, blood pressure, and fasting blood
sugar, and ECG. To enhance predictive accuracy,
a Super Learner ensemble algorithm was
employed to combine multiple base models,
achieving an Fl-score of 92.3% with a 90.94%
average accuracy, outperforming current
methods. Metrics like accuracy and precision
were employed in performance validation. recall,
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robustness across datasets. The integrated
recommendation engine provides personalized
lifestyle and medical guidance, including dietary
changes, exercise plans, and consultation needs,
through a user-friendly graphical interface for
instant predictions and recommendations. The
novelty of this work lies in combining the Super
Learner ensemble approach with a personalized
recommendation system, thereby improving
predictive accuracy and supporting preventive
cardiovascular care to alleviate the overall
healthcare burden.

Keywords— Cardiovascular Disease (CVD),
Machine Learning (ML), Super Learner, Risk
Prediction, Personalized Healthcare, Preventive
Medicine, Recommendation System, GUI.

I. INTRODUCTION
The heart, second only to the brain in importance
within the human body, is central to maintaining

physiological harmony.

Cardiovascular diseases (CVDs) cover a broad group

Fl-score, and ROC-AUC, demonstrating of conditions that affect the heart and blood vessels,
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including issues like heart failure, coronary artery
disease, cardiomyopathies, high blood pressure, and
abnormal heart rhythms. These illnesses continue to
be the top cause of death worldwide, responsible for
almost one-third of global mortality. A major
challenge is that many CVDs develop quietly over
time, and warning signs—such as chest discomfort,
dizziness, unusual tiredness, or sweating—usually
appear only when the disease has already progressed.
The World Health Organization (WHO) estimates
that by 2030, nearly 23.6 million people may die
each year from cardiovascular-related conditions.
The growing impact of CVDs is also reflected in
rising Disability Adjusted Life Years (DALYS),
emphasizing the need for early and effective
prevention. A person’s risk is influenced by both
non-modifiable factors, such as age, sex, and family
history, and modifiable lifestyle factors like diet,
physical inactivity, smoking, blood sugar, blood
pressure, cholesterol levels, and obesity. Managing
these risks early can help avoid severe complications,
reduce medical expenses, and improve overall well-
being. Despite improvements in healthcare,
diagnosing CVDs at the right time is still difficult.
Conventional diagnostic approaches can be costly,
slow, and dependent on advanced medical
facilities—making them difficult to access,
especially in rural or underserved areas.

Machine learning (ML) and artificial intelligence
(Al) have become potent instruments for enhancing
the prediction of cardiovascular disease. Complex
clinical datasets with many variables can be handled
effectively by ML models, which allow them to
identify subtle relationships that conventional
analysis might miss. As new data is added, machine
learning (ML) approaches, in contrast to traditional
statistical techniques, continuously update their
learning, producing predictions in clinical practice
that are more accurate and flexible. Cardiovascular
risk has been reliably estimated using a variety of
algorithms, such as Random Forest, Decision Tree,
Support Vector Machine (SVM), and Logistic
Regression, as well as ensemble models like
Gradient Boosting and XGBoost.

To further improve the reliability and precision of
cardiovascular risk assessment, this research work
incorporates the Super Learner ensemble algorithm,
which intelligently combines multiple base learners
to achieve optimal predictive accuracy. This
integration represents the novel aspect of the
research, making certain that the finished model
capitalizes on the advantages of diverse algorithms

while minimizing their individual limitations.
Furthermore, by coupling this predictive framework
with a personalized recommendation system, The
suggested strategy produces personalized lifestyle
and healthcare recommendations in addition to more
accurately identifying cardiovascular risk.

The objective of this study is to establish a
comprehensive, scalable, and interpret-able system
for the early detection and management of
cardiovascular diseases. By leveraging advanced ML
algorithms, including the Super Learner, alongside
feature selection methodologies, The proposed
system aims to deliver accurate risk predictions while
also offering personalized recommendations for
preventive measures. Through this integrated
approach, the research bridges the gap between
cutting-edge  computational  technologies and
practical healthcare applications, ultimately lowering
the prevalence of CVVDs worldwide and empowering
both clinicians and patients in proactive
cardiovascular care.

Il. LITERATURE SURVEY

Traditional machine learning models were the main
focus of early research on the prediction of
cardiovascular disease (CVD). In their evaluation of
sophisticated tree-based algorithms, Asadi et al. [1]
showed that ensemble approaches can identify CVD
cases with high predictive accuracy. In addition, the
potential of image-driven ~diagnostics was
emphasized by cardiovascular disease detection
using retinal images [2] and retinal-image-based
prediction models. By contrasting machine learning
and deep learning methodologies, Naeem and Raza
[3] expanded on these findings and demonstrated that
deep models frequently perform better than
traditional methods when managing intricate clinical
patterns.

Wearable and sensor-driven prediction systems have
also gained traction. Naseri et al. [4] developed an
acceleration—deceleration ~ curve—based  neural
network using smartwatch data, illustrating how
consumer-grade wearables can support reliable CVD
detection. Kim [5] further strengthened multimodal
fusion strategies by integrating radiology images and
ECG signals through CNN-based architectures,
achieving higher accuracy by combining diverse
medical modalities.
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Deep learning advancements continued with
Bhuvaneswari et al. [6], who proposed CVNET, A
convolutional neural network with deep learning
specifically designed for CVD detection. Ensemble-
based innovations were explored by Chagahi et al.
[7], who introduced a novel stacked ensemble
classifier with an aggregation layer, demonstrating
performance benefits over individual models. CNN—
BILSTM architectures proposed by Meghana et al.
[8] also showed strong potential in analyzing ECG
images for CVD identification.

Several works investigated automated machine
learning systems for large datasets. Moridani [9]
demonstrated efficient CVD detection using
optimized ML workflows. Mondal and Talukder [10]
compared machine learning algorithms across varied
datasets, reinforcing the importance of proper model
selection. Similarly, Nesa Kumar et al. [11] outlined
the role of dataset characteristics and preprocessing
techniques in improving model generalization.

Ethical, clinical, and interpretability-related issues
have also been recognized. Sirigeri et al. [12]
emphasized the importance of understanding dataset
dynamics in early detection systems, particularly
when managing diverse patient populations. Choi et
al. [13] conducted comparative evaluations of DT,
RF, and XGBoost, highlighting the advantages of
ensemble methods in clinical classification tasks.
Sharma and Gupta [14] provided a comprehensive
review of ML-based heart disease prediction,
reinforcing the value of both traditional and modern
algorithms.

Wearable-based monitoring systems were further
advanced by Singh and Kumar [15], who
implemented Random Forest and XGBoost for
predictive analytics. Alsabhan et al. [16] validated
the diagnostic capabilities of machine learning for
CVD detection through clinical performance
metrics. Wu et al. [17] reviewed the use of
deeplearning for ECG interpretation, detailing recent
advancements in multimodal cardiac signal
processing.

Recent studies have integrated Al with advanced
imaging and psychological datasets to enhance CVD
prediction accuracy. Yu et al. [18] combined
machine learning with medical image analysis, while
Dorraki et al. [19] incorporated psychological factors
into prediction models, demonstrating improved
diagnostic relevance. CNN-enabled CVD detection
from single-lead ECG proposed by Saglietto et al.

[20] further emphasized the efficiency of deep
models for minimal-sensor environments. Finally,
Sadr et al. [21] proposed holistic frameworks
combining ML and deep learning techniques,
showing how hybrid models can deliver robust and
reliable diagnostic performance.

Recent developments also highlight how crucial it is
to combine various data sources in order to improve
the accuracy of cardiovascular prediction. Studies
like those by Saglietto et al. [20] and Naseri et al. [4]
show that when paired with deep learning models,
consumer-grade wearable technology and single-lead
ECG signals can consistently support early detection.
This move toward continuous, real-time monitoring
is in line with Sadr et al.'s [21] holistic approach,
which emphasized the importance of hybrid ML-DL
architectures in identifying both linear and nonlinear
risk patterns. Furthermore, multimodal fusion
explored by Kim [5] and the inclusion of behavioral
or psychological data reported by Dorraki et al. [19]
illustrate how CVD prediction systems are evolving
beyond traditional clinical parameters. Collectively,
these developments show a clear progression toward
more[19] illustrate how CVD prediction systems are
evolving beyond traditional clinical parameters.
Collectively, these developments show a clear
progression toward more intelligent, adaptive, and

patient-centric  cardiovascular .- risk  assessment
frameworks.
1. METHODOLGY
@
Enter Patient Data
Validate Inputs
Vald
l N
! §
Rus Modelst DT, RF. XGEN Show Error Message

Aggregate

Show Results and Visuals
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Fig 1 Flowchart

IJCRT2512755 |

International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org

| g727


http://www.ijcrt.org/

www.ijcrt.org

© 2025 IJCRT | Volume 13, Issue 12 December 2025 | ISSN: 2320-2882

The workflow of the cardiovascular disease (CVD)
prediction and recommendation system is illustrated
in the block diagram. The process begins with patient
data entry, where clinical and lifestyle details are
collected. These inputs are then validated to ensure
they are accurate and complete. If any incorrect or
missing information is detected, the system alerts the
user and requests correction. Once the data is verified,
machine learning models such as XGBoost (XGB),
Random Forest (RF), and Decision Tree (DT) are
applied to the validated inputs. The individual
project outputs are then combined to generate an
ensemble-based final prediction. The system
displays the prediction along with relevant
visualizations and supporting insights. at last stage,
the generated output can be used for further analysis
or to provide personalized health recommendations.

Patient Data & Data Collection

At this point, comprehensive health and lifestyle data
on the patient, such as blood pressure, cholesterol,
fasting blood sugar, age, gender, and ECG results.
These attributes form the core inputs required for
cardiovascular risk prediction. Data is collected from
reliable medical sources like the UCI Heart Disease
Dataset to ensure credibility and diversity. Ethical
data collection and proper structuring are
emphasized to maintain privacy and prepare the
dataset for further processing and analysis.

Input Validation & Data Preprocessing

At this stage, all entered data undergoes validation
and preprocessing to ensure accuracy and
completeness. The system checks for missing values,
incorrect entries, and unrealistic inputs such as
negative ages or empty cholesterol fields. Similarly,
preprocessing tasks—Ilike data cleaning,
normalization, and encoding categorical variables—
are performed. This ensures that the dataset is
standardized and ready for efficient model training,
minimizing bias and improving overall performance.

Model Execution & Training (DT, RF, XGB,
HGB)

In this step, the cleaned and validated dataset is
utilized to train various ML models such as Decision
Tree DT, RF, XGBoost (XGB), and Histogram
Gradient Boosting (HGB). Each model analyzes the
clinical attributes to uncover relationships that

indicate cardiovascular disease risk. Based on these
learned patterns, the algorithms produce their own
predictions about the patient’s probability of having
heart disease. The performance of all models is
assessed and compared to verify consistency and
accuracy before proceeding to the ensemble
combination phase.

Super Learner Application & Model Evaluation

At this point, the Super Learner ensemble technique
is used to integrate the predictions produced by each
base model. By giving each model's output the ideal
weights, the Super Learner enables the combined
system to generate predictions that are more accurate
and dependable. Evaluation metrics like accuracy,
precision, recall, F1-score, and AUC-ROC are used
to gauge how effective the ensemble is. The
fundamental innovation of the suggested method is
highlighted by the final ensemble's superior
performance and generalization over any single
model, which is achieved by combining the
advantages of several algorithms. Furthermore, this
weighted integration reduces the influence of weak or
inconsistent models, ensuring a more stable
prediction outcome. As a result, the system becomes
highly adaptable to diverse patient profiles and
varying data patterns.

Prediction Aggregation & Result Visualization

In this stage, the Super Learner’s final prediction is
used to determine whether the patient is classified as
“At Risk” or “Not at Risk” for cardiovascular disease.
The system then displays the outcome using
probability graphs, feature-importance plots, and
comparative performance visuals. These graphical
representations improve clarity and transparency,
enabling both clinicians and users to better
understand the factors influencing the final decision
and increasing trust in the model’s predictions

End Process & GUI Implementation

The final phase focuses on presenting the results
through an intuitive Graphical User Interface (GUI).
This interface enables users to enter their health
information and instantly view the system’s
predictions. When incorrect or incomplete inputs are
detected, the system alerts the user with an error
message and requests correction. Once the data is
validated, the GUI displays the predicted outcome
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along with personalized health recommendations in
a clear and organized manner. This design ensures
ease of use, smooth interaction, and Accessibility for
medical personnel as well as everyday users.

ALGORITHMS :

I. Random Forest

1 i 1

l l

DUCIBION
LU S 2 . L LT S aF ] NESLAT W
‘—A l MAJORITY VOTING / AVERAGING ] v—I
FINAL RESULY

Fig2 .Random Forest

Random Forest for Cardiovascular Disease
Prediction

Prediction:

J = mode(y1, Y2, - -, Yr)

The RF algorithm is particularly effective because it
mitigates over-fitting a common problem with
individual decision trees—and increases predictive
accuracy by leveraging the collective intelligence of
multiple models. The aggregation of predictions
smooths out the errors of individual trees, creating
models that are more consistent and dependable
overall.

In the cardiovascular disease prediction system,
Random Forest serves as one of the primary machine
learning models applied to patient health data.

Patient-specific information such as age, sex, blood
pressure, cholesterol, type of chest pain, fasting
blood sugar, resting ECG, maximal heart rate, and
other relevant clinical parameters are input.Process:
The Random Forest algorithm builds a group of
decision trees with this information. Every tree gains
the ability to recognize connections and patterns that
point to the risk of cardiovascular disease.

Output: After all trees make predictions, the results
are aggregated. The majority vote determines
whether the patient is classified as “At Risk” or “Not
at Risk.” The forecast is robust thanks to this
ensemble technique. Even if some individual trees
make incorrect predictions.

Additionally, Random Forest allows Analysis of
feature importance, which aids in determining which
patient attributes contribute most to the prediction.
For instance, it may reveal that age, cholesterol level,
and blood pressure are key factors in determining

N : _ Variable Meaning
Inlt_lally, the dataset is separate_:d mto several 177 No of trees in the forest
arbitrary subsets, each of which includes a __
marginally distinct set of patient information. A yty_tyt Prediction from each tree
distinct Decision Tree (Tree-1, Tree-2, ..., Tree- Y"\hat{y}y"  Final prediction after voting
N) is then trained using each subgroup. Since Bootstrap Random subset of data used to
each tree may identify unique patterns or sample build each tree

relationships in the data, this
guarantees diversity among the trees.

procedure

Once the trees are trained, each one independently
makes predictions based on the patient’s attributes.
These predictions are represented as Result-1,
Result-2, ..., Result-N. In classification tasks, such
as determining cardiovascular risk, The outcomes of
every tree are combined using majority voting,
meaning the class predicted by most trees becomes
the final output. In regression tasks, the predictions
are typically averaged to produce a single, stable
value.

Random subset of features used

at each split
cardiovascular risk. This insight is valuable for
clinicians, as it highlights the most influential risk
factors and can guide preventive measures and
treatment strategies.

Feature subset

All things considered, the RF model is a potent
instrument in healthcare analytics and early disease
detection since it not only improves prediction
accuracy but also offers interpretability and
dependability.
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Output — The model has better accuracy and
II. XGBoost stability when predicting if a patient is "At Risk"
or "Not at Risk."

rout dataser i How it Works — Start with a simple model,
, s o compute residuals, build a tree on errors, update
. ... ‘: \ . predictions, and repeat until the model converges.
A 0 imel 4 & jwo-we| £ @ " 2 ] o
) A Cy Pros: High accuracy, handles missing data,
: prevents overfitting through regularization,
S l models complex interactions, and is scalable.
' m ] Cons: Sequential training is slower, requires
D Wit /. Quslmie et hyperparameter  tuning, is computationally

intensive, and less comprehensible than individual

Fig 3. XGBoost decision trees.

II1. Decision Tree

XGBoost for Cardiovascular Disease

Prediction m

Model
fi Dvactatrt ruxde Do sexde
y= }_‘ filz)
- Do e
Loss Function
£= Uyi) + Q)
Variable Meaning
TTT alérgsk;er of boosting rounds

Input Dataset — The algorithm is trained using
patient data, such as age, gender, blood pressure, ft_(x)f_j[(x)ft(x) Output of tree ttt
cholesterol, blood sugar, kind of chest pain, and yiy_iyi Actual class (0 or 1)
ECG results. yMi\hat{y}_iy"i Predicted value

. ) i Loss function (error)
Boosting Process — Unlike Random Forest, Reqularization to reduce
XGBoost builds trees sequentially. Each new tree Q\OmegaQ guar

. i overfitting
learns from the errors of previous trees, reducing
bias and improving predictions over iterations. y.M\gamma, Regularization parameters
\lambday,\

Predictions — Every tree contributes a prediction www Leaf weights
(Prediction 1, 2, ..., n), which are weighted and Fig 4. Decision Tree
summed to produce the final output.
Random Effects Integration — To handle Decision Tree for Cardiovascular Disease
variability, such as patients from different Prediction

hospitals, XGBoost can incorporate random

effects using methods like Gauss-Hermite

Quadrature Expectation-Maximization, Gini Impurity
improving generalization across populations.
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G=1-) p’

Variable Meaning
pip_ipi  Probability of class iii in the node
Number of classes (here: 2 — disease
CCC :
or no disease)
HHH Entropy at a node
IGIGIG Information Gain (goodness of a split)
NNN Total samples in node

NKN_kNk Samples in each child node

>

Root Node (green): This is the starting point of
the decision tree, where the dataset is initially
split based on the most influential feature, such
as blood pressure or cholesterol levels.

Decision Nodes (blue): These nodes represent
points where the data is further divided
according to feature values.

Leaf Nodes (pink): The terminal nodes that
provide the final prediction or outcome, for
example, “Heart Disease” or “No Heart
Disease.”

Sub-Tree (dotted box): A smaller segment of the
decision tree

that acts as a self-contained branch, making its
own set of decisions.

Input: Patient health information such as age,
cholesterol levels, ECG readings, blood
pressure, and other relevant metrics.

Process: The decision tree examines each feature
in sequence, asking questions like, “Is blood
pressure > 140?” or “Is cholesterol level high?”
to navigate through the tree.

Output: The final classification produced at the
leaf node determines whether the patient is
categorized as “At Risk” or “Not at Risk” for
cardiovascular disease.

IV. SVM (Support Vector Machine)

Y
A Class A

B cCiassB

v

¥, e ~Margi
% e
o &

_~4———— Hyperplane {Decision Boundary)

xY

Fig 5.
SVM for Cardiovascular Disease
Prediction

Decision Function

flz)=wlz+b

Variable Meaning
XXX Input feature vector
Weight vector that defines the
WWW .
separating boundary
bbb Bias that shifts the hyperplane

f(x)f(x)f(x) Value used to decide the class
yMhat{y}y”" Final prediction sign (+1 or -1)
Distance between boundary and

Margin closest points

Support Vector Machine is a powerful classification
algorithm that finds the best possible boundary
(hyperplane) that separates different classes of data.

Input

» Patient features such as age, gender, cholesterol,
blood pressure, chest pain type, resting ECG,
maximum heart rate, and other clinical
indicators.
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Process

» SVM works by finding the optimal hyperplane
that separates patients into two categories: “At
Risk” and “Not at Risk.”

» It tries to maximize the margin, the distance
between the hyperplane and the closest data
points (called support vectors).

» SVM can model non-linear relationships using
kernel functions such as RBF (Radial Basis
Function), ensuring better separation in complex
datasets.

Output

» SVM produces a highly  accurate
classification boundary. Based on patient
input, the model predicts whether the patient
is at cardiovascular risk.

V. KNN (K-Nearest Neighbors)

Intilaization network
population

While t== Max_iter

Yes
x

Update Positions

\

[ Evaluate Fitness |

e Function 1(x)

4

{ Sink node location

with best K-Nearest
Neighbors

.—_..(Bcst SOIUlion>

Fig 6.

KNN for Cardiovascular Disease
Prediction

Distance :

d= /3 (@ -y

K-Nearest Neighbors is a distance-based machine
learning algorithm used for both classification and
regression. It predicts the class of a new data point by
looking at the K closest data points (neighbors) in the
dataset.

Variable Meaning
XiX_ixi Feature of the test patient
. ...,  Same feature of a patient in the
X1'X 1X1
- dataset
Euclidean distance (similarity
ddd
measure)
kkk No of nearest neighbors considered
yMhat{y}y" Predicted class based on majority
vote
Input

» Patient features including age, blood pressure,
cholesterol, chest pain type, and more.

Process

» KNN is a distance-based algorithm.

» For anew patient, the model finds the K closest
patients (neighbors) in the dataset.

» Classification is based on majority vote among
these neighbors:
If most neighbors are “At Risk,” the new patient
is labeled the same.

Output
A straightforward yet accurate way to determine if a
patient is at risk for heart disease.

Key Advantages
> Easy to understand

» No complex training—model makes decisions at
prediction time
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VI. Logistic Regression

Logistic Regression

y = 0 leeresrevees

Fig 7.

Logistic Regression for Cardiovascular Disease
Prediction

Equation
z=wix + Wy + -+ + wWrxp, + b

1

y:1+e 3

Variable Meaning

Input patient features
(BP, cholesterol, ECG,
age, etc.)

X1,x2,..xnx_1,x 2, ...,
X_nx1,x2,...,xn

wl,w2,...,wnw_1,

W2, .., w_nwlw2 Weights learned by the

model for each feature

yeenyWIN

bbb Bias term (constant
added to adjust output)

277 Linear combination of
inputs (raw score)
Predicted probability (0—

yMhat{y}y" 1) of having heart

disease

A ML algorithm that classifies a new data point
based on how its nearest K neighbors are labeled. It
uses distance to find the closest similar cases.

Input

» Clinical attributes like as age, sex, blood sugar,
cholesterol, ECG results, and more.

» Process

» Logistic Regression models the probability of a
patient belonging to the “At Risk™ class.

» The model uses the sigmoid function to
transform the output between 0 and 1.

» If probability > 0.5 — patient is classified as
“At Risk.”

Output

> Probability-based prediction and final
classification (Risk / No Risk).

Why Logistic Regression is Useful

» Highly interpretable

> Shows how each feature increases or decreases
> Ezis(t and computationally efficient

VIIl. Extra Trees

Extra Tree Regressor Diagram

Dataset

Original

Tree \ Iree k

oooooooo

Ireel

Prediction Model
Fig 8
Extra Tress for Cardiovascular Disease Prediction

Extra Trees is an ensemble machine learning
algorithm that builds many decision trees, but
introduces extra randomness in how the trees split the
data.

Instead of choosing the best split, it selects random
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split points, which makes the model faster, more
diverse, and less likely to overfit.

Input Fig 9. Light BGM

Patient metrics like BP, CHL, ECG statistics, etc.
Light BGM for Cardiovascular Disease
Process Prediction

Extra Trees is similar to Random Forest but
introduces more randomness. Random Split

Each tree: 1
g ~ Uniform(Zuin, Tiax)

> Uses random subsets of features
» Chooses random split points

Output

» Final prediction obtained through majority
voting across all trees.

Variable Meaning
Random split
SSS i
point selected
xmin,xmaxx_\text{min}, g 5t anc
\ largest values of
x_\text{max}xmin,xmax feature
TTT Number of trees

I\ A Final majority

y S vote prediction

VIII. LIGHT BGM
LightGBM (Light Gradient Boosting Machine) is an
advanced machine learning algorithm designed
v specifically for high-speed, high-performance
Dataset ; classification and regression tasks. It belongs to the
family of gradient boosting algorithms, but it
introduces several innovations that make it faster and
more efficient compared to traditional boosting
techniques.

l | l | J Input

» Structured health data including demographic
and clinical parameters.

Subsets

Trees

A A s L p§ A ', L A A A
()Cc) ) () ()C) () () ¢C)C) )

l' N Process

.1M.1_0nr,' Vating or Averagl... &

> A gradient boosting framework called

Foal Bosul LightGBM grows trees leaf-wise rather than
level-wise.Leaf-wise growth finds the split with
the maximum loss reduction, making the model
more accurate.
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> It handles large datasets efficiently using
histogram-based algorithms.

Output

» A probability score and final classification
indicating cardiovascular risk.

IX. CatBosst

Training dataset N samples, M features

.
Drawing randomly though Bootstrap

e e v

“Sampe | ERiEE

Predictun Aceroge
of ol oy Sty

for manual label encoding or one-hot encoding.
Unlike traditional boosting models, CatBoost uses
Ordered Boosting and Permuted Target
Encoding, which prevent overfitting caused by target
leakage.

In every iteration, CatBoost builds a new symmetric
(oblivious) decision tree and updates predictions
using gradient descent. Its ordered boosting
mechanism ensures that each sample is encoded
using only historical data, making the training
process highly stable. CatBoost is efficient on
both small and large datasets, offers fast
training speed, and generally provides
excellent accuracy with minimal parameter
tuning. These strengths make CatBoost highly
suitable for medical prediction tasks such as
cardiovascular disease detection.

X. Gradieant Boost

Fig 10. CatBoost

CatBoost for Cardiovascular

Disease Prediction o *1 7/’] b T'*;/;] J;L v 7
T:::u Vi TE: </ T)-S-n \////
A—e/-\‘ - ~ A, r p—y \ Comact Pradiction
}-{I ,'EA'. .'!M: bt | ,;"’I.. ,$J.. Wrong Prediction
Ft(I) = Ff |(.T) “. 77 . f,(r) f Q 0O 'i? ":'! O 0 't é ‘t' ”:' )
!
Variable Meaning Fig 11.Gradient Boost
Model prediction after the
Ft(x)F_t(x)Ft(x
(IF_tEIFHK) ttht"{th}tth tree Gradient Boost for Cardiovascular Disease
Ft—-1(x)F_{t- Model prediction before the Prediction
1} (x)Ft=1(X) ttht~{th}tth tree
Learning rate controlling
n\etan update size
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Final predicted output (class
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CatBoost (Categorical Boosting) is a gradient
boosting algorithm specifically optimized for
handling categorical features, eliminating the need
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Loss Function :

Fi(z) = Fi1(z) —n- gi(z)

Variable Meaning
Model prediction after adding
FIOOF_tOOF0) e thengthyeth tree

Ft-1(x)F_{t-
1Y (X)Ft-1(x)

gt(x)g_t(x)gt(x)

Model prediction before
adding the new tree

Negative gradient (error
indicator) at iteration ttt

Learning rate controlling

n\etan contribution of each tree

Super Learner Architecture

X -«
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1050IvE  NEQAative

Predictions

[

Xl. Super Learner

Fig 12.Super Learner

Super Learner for Cardiovascular Disease
Prediction

The Super Learner is an sophisticated ensemble
learning method created to improve predictive
performance by optimally combining multiple base
machine learning algorithms. The architecture
shown in Figure 5 illustrates how the algorithm
functions through multiple layers of model
interaction.

At the first layer, several base learners (e.g., Decision
Tree, Random Forest, Naive Bayes, and Boosted
Trees) independently process the input patient data,
which includes features such as age, blood pressure,
cholesterol, and other clinical indicators. Each
algorithm captures different patterns in the dataset

and produces its own assessment of whether a patient
is likely to have cardiovascular disease.

The meta-learner constitutes the second layer,
represented by the red nodes. This model learns how
to combine the predictions from all base learners in
the most efficient manner. In essence, the meta-
learner assigns optimal weights to each base model’s
output based on its performance, ensuring that
models with higher predictive accuracy exert a
stronger influence on the final decision.

Finally, the third layer (depicted by the green nodes)
produces the final prediction output, classifying the
patient as either “positive” (at risk) or “negative” (not
at risk) for cardiovascular disease. This multi-level
architecture enables the Super Learner to minimize
both bias and variance, thereby improving robustness
and generalization across diverse datasets.

Mathematically, if M1, M2, ..., Mn represent the
foundational students and W1,W2,...., Wn their
respective weights, then The ultimate forecast Y~ is
computed as:

Y = Z w; M;(X)
i—1
where X represents
the input feature vector. The weights wiw_iwi are
determined through cross-validation to minimize
prediction error.

To improve predicted accuracy and stability over
individual models, this work integrated many
machine learning models (Decision Tree, Random
Forest, XGBoost, and others) using the Super
Learner method. The suggested system's innovative
contribution is this ensemble technique, which
guarantees accurate and data-driven cardiovascular
risk prediction.
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Figl5 : Comparative results on the Dataset using
ML

SVM, Random Forest, Extra Trees, KNN, Logistic
Regression, XGBoost, LightGBM, Decision Tree,
CatBoost, and Gradient Boosting are some of the
machine learning algorithms that | have implemented
and assessed in this work that has been proposed for
the prediction of cardiovascular disease. Key
evaluation metrics like accuracy, precision, recall,
and Fl-score were used to evaluate each model's
performance. Out of all of these, the Super Learner
ensemble approach performed better overall and
showed better generalization than any one model
alone. Interestingly, the Super Learner is a new
addition to my implementation, even though the base
paper included all the other algorithms.

|
PSS )

,
“ |
o
|

Figl4 : Feature Importance

The feature importance graph highlights that cp 0
(chest pain type) and thal_2 (thalassemia type) are the
most influential zrs in predicting cardiovascular
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disease. Features such as oldpeak, thalach, and age
also play significant roles, emphasizing the impact of
both clinical and physiological indicators on model
performance.

OUTPUT GUI - GRAPHICAL USER INTERFACE

©

LLLLL

Figl5. Accuracy Levels of All Algorithms

Several algorithms were trained on the same dataset
using identical preprocessing and feature selection
processes in order to assess and contrast the
performance of different machine learning
techniques. K-Nearest Neighbors, Support Vector
Machine, Decision Tree, Random Forest, Additional
Trees, Gradient Boosting, XGBoost, LightGBM,
CatBoost, and Logistic Regression were among the
models. Standard evaluation metrics like accuracy,
precision, recall, and F1-score were used to gauge
their efficacy. A bar chart and a comparative
performance table were used to display the results,
and the Fl-score was highlighted as the primary
metric because it represented precision and recall in
a balanced manner.

Among the individual models, CatBoost and RF
achieved the highest F1-scores, demonstrating their
strong ability to capture complex feature interactions
and nonlinear relationships. To further enhance
predictive accuracy and robustness beyond what a
single model could achieve, a Super Learner
ensemble algorithm was implemented. This meta-
learning approach combines the strengths of the top-
performing base models (CatBoost, Random Forest,
and XGBoost) through an optimized weighted
aggregation, resulting in a more stable and accurate
final prediction.

The Super Learner—based ensemble outperformed all
standalone models, achieving the highest F1-score
and overall accuracy. This validated its effectiveness
in enhancing model generalization and predictive
stability. The integration of the Super Learner
represents the key novel contribution of this work,
ensuring superior reliability and adaptability in
cardiovascular disease prediction

B
©

-
©

Figl6 GUI - Before Prediction

Figl6. Illustrates the process where the user provides
the required inputs in the interface. However, the
prediction is not generated until the Predict button is
pressed. Once the button is clicked, the system
processes the inputs through the model and displays
the prediction results.

Figl7 GUI - With Result
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FIG 17. shows that upon pressing the Predict button,
the trained machine learning models (Decision Tree,
Random Forest, and XGBoost) are executed to
generate prediction results. The system then
integrates these outputs and additionally provides
lifestyle recommendations, including diet, exercise,
and other preventive measures for cardiovascular
health.

BRIEF EXPLANATION OF THE RESULT

The model has analyzed the patient’ s entered
health values and generated:

Overall Prediction

» The system shows whether the patient is at risk
of heart disease or not.

» ltdisplays the probability score (example: 0.84
means 84% risk).

Model-wise Probabilities

You are showing the output from multiple machine-
learning models like:

Logistic Regression

Random Forest

XGBoost

CatBoost

Extra Trees

Each model gives:

Predicted label (O = No disease, 1 = Disease)
Probability score

Confidence level

VVYV VVVVY

This helps compare which model is strongest and
most consistent.

Final Decision

The system combines the model outputs and gives a
final recommendation (e.g., High risk or Low risk).

Lifestyle & Medical Advice
Based on the risk level, the GUI shows:
Immediate lifestyle changes

(diet, exercise, smoking control, alcohol limit, stress
reduction)

Clinical recommendations
(ECG test, echo, lipid profile, BP monitoring)

Risk-factor insights
(e.g., obesity, cholesterol, blood pressure,
thalassemia, age)

Any special alerts

If the model detects severe risk factors, it gives:

>  “Critical evaluation recommended”
>  “Consult cardiologist”
> “Urgent medical attention suggested”

V. CONCLUSION

The management of cardiovascular diseases (CVDs)
through machine learning-based methods is the main
goal of this project. Multiple machine learning
algorithms, such as Logistic Regression, K-Nearest
Neighbors (KNN), Support Vector Machine (SVM),
Decision Tree, Random Forest, Extra Trees, Gradient
Boosting, XGBoost, LightGBM, and CatBoost, were
implemented and compared under identical
preprocessing and evaluation conditions in order to
determine the most effective predictive model. This
was done by utilizing patient health data and
important clinical-indicators. By combining the best
features of the best-performing base models, the
Super Learner ensemble algorithm was introduced as
a meta-learner, further improving prediction
performance. The suggested system outperformed all
individual algorithms and greatly increased the
reliability of CVD risk classification, achieving high
accuracy and F1-score.

In order to provide useful health advice, such as
dietary recommendations, lifestyle modifications,
and reminders for clinical follow-up, a personalized
recommendation module was also added. This made
the system predictive and preventive. Adding a
graphical user interface (GUI) improves usability and
facilitates both patients' and healthcare providers'
seamless adoption in actual healthcare settings.
Overall, the study demonstrates that comprehensive
model evaluation in conjunction with sophisticated
ensemble techniques can greatly enhance early
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detection and contribute to reducing the worldwide
burden of cardiovascular diseases.

VI. FUTURE SCOPE

While the proposed framework delivers strong
predictive results, several enhancements can be
pursued in the future:

> Integration with 10T Devices: Adding support
for real-time health tracking through wearable
sensors—such as heart rate monitors, ECG
devices, and blood pressure trackers—can
provide continuous monitoring and ongoing
cardiovascular risk evaluation.

» Deep Learning Models: Future work can explore
deep neural networks or hybrid deep—ensemble
architectures to capture complex temporal and
nonlinear patterns in patient data.

> Explainable ~ Al (XAl): Implementing
interpretability techniques (such as SHAP or
LIME) can make model decisions more
transparent and clinically trustworthy.

» Cloud and Mobile Deployment: Hosting the
model on cloud platforms or mobile apps can
make it accessible to remote or underserved
regions, supporting large-scale telemedicine use.

» Expanded Dataset: Using larger, multi-center, or
international datasets can strengthen the model’s
ability to generalize across different populations
and healthcare settings.

» Enhanced Recommendation System: The
recommendation module can be improved by
adding features such as medication adherence
monitoring, stress management guidance, and
adaptive feedback mechanisms that adjust based
on the user’s ongoing health progress.
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