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Abstract:According to studies of international monetary data, the sum of money lost due to fraud in all 

transactions around the world keeps rising. In particular, the adoption of the Bank-as-a-Service model by 

financial institutions will place additional strain on payment processing infrastructure and exacerbate the 

already serious problem of payment fraud. Using automated machine training and Big Data analysis 

methods, this research aims to synthesis viable solutions for detection of fraud in electronic payment 

systems. Online Payment fraud has been given a lot of attention since it can result in significant economic 

losses and negative consequences for account holders. In order to construct a reliable model for identifying 

fraud, it is essential to employ efficient feature engineering. It is discovered, however, that the present 

feature engineering that relies on transaction frequency has flaws. Convenient as they may be, fraudsters are 

drawn to modern money transfer services to conduct scams in which unsuspecting victims are tricked into 

sending money to fake accounts. As a result of the limitations of conventional rule-based methods for 

detecting fraud, machine learning models have found widespread application. Most studies build features by 

extracting patterns using raw transaction records because learning directly from transaction data is 

challenging owing to its enormous dimensionality. Recency, frequency, financial, and anomaly detection are 

some of the common labels used to classify these characteristics in the existing research. Using real-world 

transaction data, features can be extracted and most relevant features can be selected to train the machine 

learning model for accurate fraud detection. The temporal properties of user transactions are shown using 

frequency-based feature engineering, however the characteristics of fraud and the differentiation of 

transaction behaviors are not taken into sufficient account. In this research a Multi-Level Associated 

Weighted Feature Vector (ML-AWFV) Model using machine learning is proposed for accurate feature 

extraction and selection for further processing of online payment fraud detection. The proposed model when 

contrasted with the existing 

 

Index Terms - Online Payment Fraud, Transactions, Feature Extraction, Feature Selection, Machine 

Learning, Financial Loss. 

I. INTRODUCTION 

As Internet technology advances, so does the volume of business conducted over the global network. 

Simultaneously, the issue of online payment fraud in network transactions has grown in importance. Low 

cost, broad coverage, and high frequency are hallmarks of network transactions, making fraud detection more 

difficult than with online transactions [1]. Online payments have rapidly gained popularity and are now 

accepted by many retailers. The online trading platform regularly processes thousands of transactions. Some 

criminals take advantage of the prevalence of online commerce by engaging in illicit activities [2]. Theft of 

private possessions in the complex network environment harms not only the interests of consumers but also 

seriously hampers the growth of the network economy. Accordingly, online transaction fraud detection is a 

vital tool for combating the issue of fraud in online financial transactions. Statistics and multi-dimensional 
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analysis are the mainstays of conventional fraud detection methods [3]. Due to the nature of these verification 

methods, the rules concealed in the underlying transaction data are notoriously elusive [4]. The detection 

methods for payment fraud are efficient because of the big data advanced technologies and machine learning 

algorithms. Machine learning has the potential to represent crucial features through a heap of data, something 

that cannot be described by more conventional statistical approaches [5]. With the help of the appropriate 

machine learning approaches [6], researchers can establish a model based on the existing transactions data to 

realize the detection of network transaction online fraud, thereby lowering the loss caused by fraud [7]. As 

the online payment market grows and more people use it, fraud in payments has emerged and is on the rise. 

The most common kind of online payment fraud is the use of a sensitive information to make a purchase. The 

use of a credit card or other conventional payment mechanism is not essential for the online payment method 

to work [8]. Instead, fraudulent payment in a mobile payment environment requires sensitive information 

such a card number, expiration date, card verification code [9], and PIN. Real-time credit authorization, 

address verification systems (AVS), card verification codes [10], rule-based detection, etc. are just some of 

the fraud protection technologies used by financial institutions to combat the fast growing online payment 

fraud problem [11]. Existing detection systems, however, rely on predetermined criteria or learned records, 

making it challenging to spot novel assault patterns [12]. This research presented a approach to identifying 

online payment fraud by using a machine learning process to uncover hidden and fundamental fraud risks 

[13]. As a branch of AI, machine learning has been a popular topic this decade. Machine learning is 

becoming an increasingly attractive investment option for businesses that want to enhance their offerings 

[14]. Machine learning is a set of techniques wherein a computer is able to learn and complete tasks on its 

own, without the need for explicit programming. Using the collected training data, the acquired model would 

be able to learn [15]. Experiential knowledge can be used to make predictions or take action. An efficient 

online fraud detection system will reliably flag suspicious financial dealings. It is crucial to make sure that 

legitimate users are not denied access to the payments system [16], even while doing so is required to prevent 

criminal actors from conducting fraudulent transactions [17]. A high rate of false positives might negatively 

impact client satisfaction, which could result in lost sales. Using machine learning for online fraud detection 

is complicated by the presence of extremely skewed data sets. The overwhelming majority of payments are 

legitimate, with only a negligible number of fraudulent ones present in the multiple datasets now available 

[18]. It is a huge problem for academics to design a detection model using best features that is both accurate 

and efficient, with a low percentage of false positives while still effectively detecting fraudulent activities 

[19]. 

 

II  LITERATURE SURVEY : 

 Credit card payments are popular for online purchases since they are quick and simple to make. As 

credit card usage has grown, so has the potential for fraudulent activity. Credit card fraud results in 

considerable losses for the victims and the financial institutions that provide the cards. Alarfaj et al. [2] 

developed methods for detecting such frauds, taking into account factors such as the availability of publicly 

available data, the presence of high-class imbalance data, the dynamics of fraud, and the prevalence of false 

alarms. Many machine learning based methods, such as the Extreme Learning Method, Decision Tree, 

Random Forest, Support Vector Machine, Logistic Regression, and XG Boost, are available. However, 

applying cutting-edge deep learning algorithms is still necessary to cut down on fraud losses, as current 

methods are not very accurate. The recent advancement of deep learning algorithms has been the primary 

emphasis for this goal. To achieve productive results, a comparison study was conducted between machine 

learning and deep learning algorithms. Specifically, the European Card Benchmark Dataset for Fraud 

Detection is used for the in-depth empirical investigation. After applying a machine learning algorithm to 

the dataset, the author seen a little uptick in the ability to spot potential frauds. Three convolutional neural 

network–based designs are then used to boost the effectiveness of the fraud detection system. The detection 

accuracy was significantly improved as more layers were added. By experimenting with different 

configurations of hidden layers, time periods, and state-of-the-art models, the author performed a thorough 

empirical investigation. The use of machine learning to detect suspicious financial transactions is on the 

rise. Most application systems, however, only pick up on dishonest behaviour after the fact, rather than in 

real time. Because there are so few fraudulent transactions compared to legitimate ones, fraud detection is 

exceptionally difficult and requires approaches outside of standard machine learning.  

An improved version of the Support Vector Machine (SVM) using quantum annealing solvers has been used 

by Wang et al. [3] to implement the detection framework. QML application's detection performance was 

compared to that of twelve machine learning algorithms on two datasets: a bank loan dataset that is severely 

imbalanced, and an Israel credit card transactions dataset that is moderately imbalanced. The outcome 

demonstrates that, in terms of both speed and accuracy, the quantum-enhanced SVM has clearly surpassed 
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the competition on the bank loan dataset. When compared to similar methods using data from Israeli credit 

card transactions, however, its accuracy is on par. Feature selection has also been proven to greatly increase 

detection speed for both datasets, but at the expense of accuracy. Online advertising is a form of marketing 

that employs the use of the Internet to reach potential customers. It has been expanding in recent years to 

meet the needs of e-commerce. Every time a potential customer clicks on an ad, the advertiser has to pay a 

fee. There are fraudulent clicks that can be made on a PPC platform because it is so easy to imitate real user 

behaviour. Massive financial losses are incurred by advertisers as a result, and the confidence of internet 

advertising networks is severely harmed. Common methods for identifying fraudulent clicks include 

dynamically customizing and interpreting data based on a machine learning model. Due to the fact that these 

algorithms only consider each piece of data to be a single feature vector or matrix, it is no longer possible to 

discover the innate connections between individual data sets. The existing fraud prediction system's 

relatively low performance can be attributed to the million daily fraud clicks on varying types, which further 

disperse the focus of models. To combat the issue of fraudulent clicks, Zhu et al. [4] implemented a tensor-

based system for doing so. As part of its analysis, this research took into account the possibility of 

reassembling the data into a high-rank tensor, using tensor decomposition and transformation to delve into 

the latent meaning of each piece of data and investigate the impact of joining them together. The widespread 

use of the Internet over the course of the previous decade also contributed significantly to the meteoric rise 

of online card transactions. Increases in the volume of online banking have coincided with a surge in 

fraudulent activity in the banking industry around the world. Because of this, rule-based systems were 

developed to flag potentially fraudulent transactions and allow human specialists to verify their legitimacy. 

As a countermeasure, the most recent attacks take use of the static structure of rule-based systems to sneak 

past defences. This motivated the study of machine learning methods by Can j et al. [5], especially deep 

learning, for the purpose of developing adaptive fraud detection systems. To the best of the knowledge, 

however, none of available models pushed deeper into better understanding the features of fraudulent 

transactions in order to build more robust models; rather, their attention was narrowly focused on detecting 

fraudulent activities. Because of this, the author compiled the largest data collection ever utilized in a study, 

which includes 4 billion legitimate transactions and 245 thousand fraudulent ones from 35 different banks in 

Turkey. As a result, the author presented three different types of profile-based fraud detection algorithms 

and evaluated their efficacy.  

A rise in the use of credit cards for both online and in-person purchases can be attributed to the proliferation 

of electronic commerce and the improvement of communication networks in recent years. However, credit 

card theft has been on the rise, resulting in substantial annual losses for financial institutions. However, 

most credit card datasets are severely skewed, making the creation of good fraud detection algorithms 

difficult but crucial in limiting these losses. As another example, traditional machine learning algorithms are 

inefficient for credit card fraud detection since they are built on a static translation of the input vector to the 

output vector. For this reason, they are not flexible enough to accommodate the ever-changing purchasing 

habits of credit card holders. Using a neural network classification method and a hybrid data oversampling 

methodology, Esenogho et al. [6] offered an effective method for detecting credit card fraud. Adaptive 

boosting (AdaBoost) employs a long short-term memory (LSTM) neural network as the base learner to 

produce an ensemble classifier. Synthetic minority oversampling and the edited nearest neighbour 

(SMOTE-ENN) techniques are used to accomplish the hybrid resampling. Using publicly available, real-

world datasets of credit card transactions, the usefulness of the proposed strategy is proved. Support vector 

machine (SVM), multilayer perceptron (MLP), decision tree, classic AdaBoost, and long short-term 

memory (LSTM) are compared to the suggested method's performance. Online payment fraud is a growing 

source for concern as the world of digital money expands at a dizzying rate. Identifying fraud typically 

requires the use of machine learning or rule-based systems. The sliding time window is a well-known 

effective tool for this issue since the most important characteristics of such fraudulent transactions are 

displayed in a sequential way. Sliding a time window back and forth between two dates allows for the 

extraction of data about the characteristics of the transactions and the capture of latent patterns buried in the 

transaction records. However, as transaction patterns in real-world application areas are often too elusive to 

record, the adaptive configuration of sliding time window is actually a huge challenge. 

 

 In truth, the practical environment typically requires continuous updates and fine-tuning via human 

participation. To detect fraudulent online payment activities within automatically sliding time windows, 

Wang et al. [7] adopted an adaptive learning strategy in this work. The author therefore worked to perfect 

the window placement and increase the flexibility. The author created a smart window, which named the 

learning automatic window (LAW). With the help of learning automata, it is able to dynamically and 

frequently alter the time frame parameters to account for the ebb and flow of unauthorized transaction 
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patterns. With the rise of new forms of electronic commerce and communication technology, credit cards 

have become a viable alternative to cash for making in-person and online purchases; however, fraud has 

expanded dramatically alongside this trend. 

 Credit card fraud results in significant annual losses for businesses and consumers, and thieves are 

constantly on the lookout for new technology and methods to conduct fraud. One major barrier to wider 

adoption of electronic payment is the detection of fraudulent transactions. As a result, methods that are both 

quick and accurate are needed to weed out fraudulent charges. In this research, Taha et al. [8] offered a 

novel method for identifying credit card fraud by utilizing a light gradient boosting machine that has been 

optimized for this task (OLightGBM). For the suggested method, the parameters of a light gradient boosting 

machine are tuned with the help of a Bayesian-based hyperparameter optimization algorithm (LightGBM). 

The author conducted trials with two publicly available, real-world credit card transaction data sets, one 

containing fraudulent transactions and the other containing valid ones, to prove that the proposed 

OLightGBM is effective at identifying fraud in credit card transactions. 

 

III. PROPOSED MODEL 

 The need for a more rapid payment infrastructure has led to a rise in the usage of online methods 

across government, business organizations, and other sectors. Banking activity has increased as a result of 

today's world's heavy reliance on technology. However, banking fraud has increased in tandem with both 

online and traditional banking transactions. As internet transactions have grown in popularity, so has the 

amount of study done to protect consumers from financial scams. The current infrastructure cannot 

effectively process the volume of transactions being processed. According to research, over 83% of 

merchants manually evaluate between 16% and 23% of orders for fraud detection, despite the fact that doing 

so is inefficient, expensive, and prone to more false negatives and human errors. As online banking spreads 

across the industry, it brings with it a host of new problems that must be solved. In spite of the importance 

of security, users prefer an easy authentication process with as few steps as feasible.  

Multifactor authentication solutions as they stand are unable to determine whether or not a given transaction 

is legitimate. The customer may not be completely satisfied with the current system, but it does offer some 

measure of protection and can always be made better. Because of the growing volume and variety of online 

payment services, the application of analytical models to detect fraudulent behavior is essential.  

The main aim is to examine online payment data, which includes both legitimate and fraudulent customer 

actions. The classification model must accurately determine whether a transaction is legitimate or 

fraudulent, and it must do so quickly, flexibly, and efficiently. As a result, businesses that adopt this 

solution will save a significant amount of money, as they will no longer lose money to fraud and will not 

need to invest in staff training to manually detect the same. The proposed model framework is shown in 

Figure 4.1.  

 

 

 

 

 

 

 

 

 

 

 

Fig 4.1: Proposed Model Framework 

 

Machine learning-based preprocessing, sampling, feature selection, and classification and clustering 

algorithms are all components of the proposed model. In this research, the suggested method for detecting 

fraudulent mobile payments at each stage is tested. Noise in the data is removed and correlation analysis is 

conducted during the pre-processing phase. This procedure additionally incorporates data normalization and 

integration. The subsequent step is the sampling procedure, which uses a random over-sampling and under-

sampling method to analyze datasets with varying ratios for verification purposes. Feature selection 

algorithms that rely on filters have been used in the process of extracting and choosing features. Clustering 

with the suggested approach is performed after feature selection, and the resulting data is used for the 

classification process's training and validation sets. Higher prediction might be attained by employing 

supervised algorithms on the previous vote, which was derived in the clustering phase. 
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For machine learning challenges, feature selection has been shown to be effective and efficient. Feature 

selection's goals include making models that are easier to comprehend and use, boosting learning efficiency, 

and making data that is easy to digest by eliminating clutter and removing irrelevant information. The 

features are evaluated using the prediction performance of a predetermined learning algorithm using 

correlation factor. In this research a Multi Level Associated Weighted Feature Vector (ML-AWFV) Model 

using machine learning is proposed for accurate feature extraction and selection for further processing of 

online payment fraud detection. 

Input: Online Payment Transaction Dataset {OPTDset} 

Output: Weighted Feature Set {WFset} 

Initially consider a dataset that contains online payment transaction data which includes normal and fraud 

transactions. The dataset records are analyzed by calculating the mean and standard deviations for data 

processing. The process is performed as 

𝑇𝑟𝑎𝑛𝑠𝑎𝑐[𝑀] =∑𝑔𝑒𝑡𝑎𝑡𝑡𝑟(𝑖) +
∑ 𝑚𝑒𝑎𝑛(𝑖, 𝑖 + 1)𝜀𝑂𝑃𝑇𝐷𝑠𝑒𝑡𝑀
𝑟=1

𝑙𝑒𝑛(𝑂𝑃𝑇𝐷𝑠𝑒𝑡)
+∑𝑠𝑡𝑑(𝑖 + 1, 𝑖)

𝑀

𝑟=1

𝑀

𝑖=1

 

Here i is the instant record in the dataset, r is the instant record in the dataset, mean and std are the derived 

mean and standard deviation functions. 

Each record in the dataset is processed and pre processing is applied. Data preprocessing refers to any 

operation carried out on unprocessed data in order to get it ready for further processing. The accuracy and 

integrity of a dataset can be improved by preprocessing to remove missing or incompatible data values due 

to human or computer error. Pre processing ensures that information is consistent. The pre processing is 

performed as 

𝑁𝑜𝑟𝑚[𝑀] =∑
𝑇ℎ − 𝑎𝑡𝑡𝑟(𝑖)

max⁡(𝑎𝑡𝑡𝑟(𝑖, 𝑖 + 1))

𝑀

𝑖=1

 

𝑃𝑟𝑜𝑐[𝑀] =∑𝑁𝑜𝑟𝑚(𝑖) − 𝑑𝑟𝑜𝑝(𝑎𝑡𝑡𝑟(𝑖)) ≠ !𝑁𝑈𝐿𝐿

𝑀

𝑖=1

 

After pre processing, cleaned dataset is available for feature extraction. Feature extraction is used to 

describe the procedure of reducing unstructured data to a set of quantifiable features that may be further 

processed without losing any of the original data's context. By eliminating unnecessary information, feature 

extraction cleans up the dataset. As a result, the learning and generalization phases of machine learning can 

go more quickly, and the model can be constructed with less machine effort. The feature extraction is 

performed as 

𝐅𝐞𝐚𝐭_𝐒𝐞𝐭(𝐏𝐫𝐨𝐜[𝐌])

=∑𝐠𝐞𝐭𝐚𝐭𝐭(𝐏𝐫𝐨𝐜(𝐢)) ∗

𝐌

𝐢=𝟏

(𝐌𝐚𝐱(𝐚𝐭𝐭𝐫(𝐢, 𝐢 + 𝟏)) −
𝛌(𝐢 + 𝟏)

𝟐
)
𝟐

+ [∑𝑔𝑒𝑡𝑎𝑡𝑡𝑟(𝑁𝑜𝑟𝑚(𝑖))

𝑖=1

−
𝑚𝑎𝑥𝑉𝑎𝑙(𝑖) − 𝑚𝑖𝑛𝑉𝑎𝑙(𝑖)

𝑚𝑒𝑎𝑛(𝑀)
] 

Here λ is the model used for considering the normalized values from the record that are relevant in the 

dataset. 

After extracting all the features, correlation factor is calculated among the available features. Correlation 

factor represents the relation among two features. The proposed model considers the features that are low 

correlated. The correlation factor is calculated as 

𝐶𝑜𝑟𝑟[𝐹𝑒𝑎𝑡_𝑠𝑒𝑡[𝑀]] =∑
max(𝑎𝑡𝑡𝑟(𝑖)) ∗ 𝑀 ∗ ∑ ∑(⁡𝑖 ∗ 𝑖 + 1) − ∑ 𝑖 ∗ ∑ 𝑖 + 1𝑀

𝑖=1

√𝑀 ∗ ∑ 𝑖2 −√∑ 𝑖2 ∗ √𝑀 ∗ ∑(𝑖 + 1)2 − √∑(𝑖 + 1)2

𝑀

𝑖=1

 

Here i is the instant feature and i+1 is the next neighbor feature in the extracted set. 

Feature selection is the process of narrowing down the features extracted used in the model by keeping just 

the most pertinent information and discarding any extraneous or irrelevant details using the correlation 

factor. Feature selection in machine learning is the act of selecting features for a model automatically based 

on the nature of the problem being solved for training the model. The feature selection is performed as 
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Feat_Subset(𝐹𝑒𝑎𝑡_𝑠𝑒𝑡[𝑀])

=∑(
mincorr(FeatSet(i))

max(corr(i))
)

M

i=1

+∑
∑ min⁡(𝐹𝑒𝑎𝑡_𝑠𝑒𝑡(𝐶𝑜𝑟𝑟(𝑖, 𝑖 + 1)))𝑀
𝑖=1 −max⁡(𝐹𝑒𝑎𝑡_𝑠𝑒𝑡(𝐶𝑜𝑟𝑟(𝑖, 𝑖 + 1)))

𝑙𝑒𝑛(𝑁𝑜𝑟𝑚(𝑀))

𝑀

𝑖=1

 

This paper employs a technique called feature weighting, which attempts to determine the value of each 

characteristic and give it a weight accordingly that represents the priority for training. If the features were 

appropriately weighted, the ones that mattered the most would be given more consideration than the ones 

that didn't during training phase. The weights are allocated for the selected features and the weighted feature 

subset is generated as 

𝑊𝑒𝑖_𝑆𝑒𝑡(𝐹𝑒𝑎𝑡_𝑆𝑢𝑏𝑠𝑒𝑡[𝑀])

=∑
max (𝐹𝑒𝑎𝑡_𝑆𝑢𝑏𝑠𝑒𝑡(𝐶𝑜𝑟𝑟(𝑖, 𝑖 + 1))) − min (𝐹𝑒𝑎𝑡_𝑆𝑢𝑏𝑠𝑒𝑡(𝐶𝑜𝑟𝑟(𝑖, 𝑖 + 1))) + 𝑠𝑒𝑡𝑀𝑎𝑥(𝑅𝑎𝑛𝑑(𝑖))

λ ∗ M

𝑀

𝑅=1

 

 

The methodology section outline the plan and method that how the study is conducted. This includes 

Universe of the study, sample of the study,Data and Sources of Data, study’s variables and analytical 

framework.  

 

IV.RESULTS: 

In recent years, research has proven that machine learning algorithms may be successfully deployed to 

detect suspicious transactions in massive amounts of online payments data, making detection of this type of 

fraud an important element of cyber-crime agencies' operations. In addition to catching fraudulent 

transactions in real time, these methods can catch ones that human auditors might miss. Using available to 

the public simulated online payment transaction data, a novel machine learning model for feature selection 

is proposed that considers the best features. Over time, victims of online transaction fraud have suffered 

enormous financial losses. As cutting-edge technologies and global communication have developed, so too 

has the prevalence of online fraud.  

An essential step in mitigating these costs is the development of robust fraud detection algorithms. Fraud 

detection relies heavily on machine learning and statistical methods. Due to factors such as sparse data, the 

potentially sensitive nature of some data, and uneven class distributions, putting into practice a model to 

identify fraud can be difficult. Due to the sensitive nature of the data, it is difficult to make inferences and 

develop more accurate models. The proposed model is implemented in python and executed in Google 

Colab. The proposed model considers the dataset from the link 

https://www.kaggle.com/datasets/rupakroy/online-payments-fraud-detection-dataset. In this research a Multi 

Level Associated Weighted Feature Vector (ML-AWFV) Model using machine learning is proposed for 

accurate feature extraction and selection for further processing of online payment fraud detection. The 

proposed model generates a feature set that is used for training the model for accurate online fraud 

detection. The proposed model is compared with the traditional Fine-Grained Co-Occurrences for Behavior-

Based Fraud Detection in Online Payment Services (FGCBFD-OPS) [127]. The comparative analysis 

illustrates that the proposed model performance is high. 

 

Data preprocessing is a crucial part of the mining process, and can involve anything from simple alteration  

to the complete removal of data in favor of more relevant or useful information. Preprocessing the data is 

done so that it is of higher quality and more suited for the mining activity at hand for accurate detection of 

online payment frauds. The Figure 4.2 shows the Pre-Processing Accuracy Levels of the proposed and 

traditional models. 
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Fig 4.2: Pre-Processing Accuracy Levels 

 

Data redundancy can be minimized with the aid of feature extraction. Data reduction aids model 

construction with less computational effort and boosts the pace of machine learning's learning and 

generalization phases. Using the feature extraction method, more features can be generated that are a 

combination of the preexisting features. The values of the new set of characteristics will be different from 

those of the old set. The Feature Extraction Time Levels of the proposed and existing models are shown in 

Figure 4.3 

 
Fig 4.3: Feature Extraction Time Levels 

 

Feature extraction is the procedure of reducing unstructured data to a set of quantifiable characteristics that 

can be further processed without losing any of the original data's meaning. Better outcomes are achieved 

than when machine learning is applied to the raw data itself. The Figure 4.4 shows the Feature Extraction 

Accuracy Levels of the proposed and existing models.  

 
Fig 4.4: Feature Extraction Accuracy Levels 

 

The linear link between two or more variables can be measured using the concept of correlation. One 

variable can be predicted from another through the use of correlation. The idea behind utilizing correlation 

to choose features is that superior variables will have a high degree of connection with the end result. 

Statistics measuring the degree of connection between the input and output variables are frequently used as 

a foundation for filter feature selection. The Correlation Calculation Accuracy Levels of the proposed and 

traditional models are shown in Figure 4.5. 
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Fig 4.5: Correlation Calculation Accuracy Levels 

 

The extracted features correlation is calculated and the weights are allocated for the features that have less 

correlation that considers the independent features. The independent features training will result in better 

accuracy rate. The Feature Weight Allocation Time Levels of the existing and proposed models are shown 

in Figure 4.6. 

 
Fig 4.6: Feature Weight Allocation Time Levels 

In most cases, feature weights are calculated by applying a learning algorithm to attribute a continuous 

relevant score to each feature based on the feature's significance in light of the particular context or domain 

expertise. Feature weighting is employed in an effort to quantify the significance of each feature by giving it 

a numerical value. When traits are correctly weighted, those with more significance are given more weight 

than those with less significance or no significance at all. The Feature Weight Allocation Accuracy Levels 

of the proposed and existing models are shown in Figure 4.7. 

 
Fig 4.7: Feature Weight Allocation 

 

V. Conclusion 

Identifying fraudulent activity in popular payment systems is crucial now more than ever. This research 

proposed a solution that is a strong, rapid, and accurate method of selecting relevant features that detects 

frauds that occur in online payments. The solutions are able to reduce the likelihood of fraud occurring 

because they are built on high-performing Machine Learning algorithms, which produce accurate 

predictions quickly and at low cost. Financial services providers, banks, financial institutions, etc. may find 

this method applicable, as it can help them reduce the number of fraudulent transactions their customers 
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experience. In this research, we offer a method for identifying fraudulent financial transactions made using 

mobile devices. The field of fraud detection frequently encounters extremely unbalanced datasets. Based on 

the analysis of the selected dataset, it is demonstrated that the offered methods are effective in detecting 

fraudulent transactions with a low rate of false positives. In many cases, when trying to identify online 

fraudulent samples, it is necessary to sacrifice accuracy in favor of avoiding the misclassification of 

numerous legitimate samples. Every organization that facilitates digital payments must make this kind of 

design and operational decision often. In this research a Multi Level Associated Weighted Feature Vector 

Model using machine learning is proposed for accurate feature extraction and selection for further 

processing of online payment fraud detection. The proposed model achieves 97% accuracy in detecting 

relevant features to train the model for accurate online fraud prediction. In future, the feature dimensionality 

reduction strategies can be applied integrated with optimization models for considering the most weighted 

features for training models. 
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