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Abstract:Visually impaired individuals face significant challenges in accessing printed text. The Smart Reader
for Blind People aims to overcome this limitation using advanced computer vision and artificial intelligence
technologies. The system captures images of printed text, extracts characters through Optical Character
Recognition (OCR), and converts them into audible speech using a Text-to-Speech (TTS) engine.
Implemented using Python, OpenCV, Pytesseract, and Google TTS, the proposed system offers a low-cost,
portable, and accurate solution for reading printed materials aloud. This paper discusses the system’s
architecture, working methodology, and expected outcomes, emphasizing its contribution toward inclusive
education and digital accessibility for the visually impaired.
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. INTRODUCTION

Vision is one of the most vital human senses, and the inability to see poses significant challenges in daily
activities. Visually impaired individuals often depend on others for reading printed materials such as
documents, books, and signboards. Existing solutions, such as Braille or specialized hardware, are costly and
not always practical. The Smart Reader for Blind People project proposes an intelligent assistive device that
can capture printed text and convert it into speech using artificial intelligence and image processing techniques.
This research contributes toward creating a more inclusive society by enabling blind users to access textual
information independently. The system utilizes a camera to capture text images, Optical Character Recognition
(OCR) technology to extract readable content, and a Text-to-Speech (TTS) engine to convert the text into
speech. The implementation employs open-source tools, making it accessible and cost-effective for mass
deployment.

Il. LITERATURE REVIEW

Previous studies have attempted to address the accessibility gap for visually impaired individuals through
various technological approaches. Krishnaraj Rao (2021) developed a smart reading system using OCR and
TTS, demonstrating promising accuracy under optimal conditions but limited adaptability under poor lighting.
Vishal More (2024), in 1IJCRT, designed a mobile-based smart reader, although it lacked multilingual text
processing capabilities. Nikhil Chigali (2020) proposed an “OCR Assisted Translator” using OCR for
translation but did not integrate accessibility features tailored for blind users. Chaudhari et al. (2020) reviewed
OCR methods and emphasized the need for improved preprocessing techniques for noisy or blurred images.
While these works have made substantial progress in assistive technologies, most lacked affordability and real-
time voice output features. The proposed system distinguishes itself by combining efficiency, cost-
effectiveness, and user-friendly design to deliver a practical reading solution for the visually impaired.
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Im. METHODOLOGY
3.1 System Overview

The Smart Reader system operates in four main stages:

1. Image Capture: The user captures an image of printed text using a webcam or mobile camera.

2. Preprocessing: The image undergoes grayscale conversion, noise reduction, and thresholding via
OpenCV to enhance text clarity. Text Extraction: The preprocessed image is processed through the
Tesseract OCR engine to extract textual data.

3. Text-to-Speech Conversion: The extracted text is converted into speech using Google TTS (gTTS)
and played through speakers for the user.

3.2 Technologies Used
e Programming Language: Python
e Libraries: OpenCV, Pytesseract, gTTS, SpeechRecognition
e Hardware: Webcam or mobile camera, microphone, speaker

3.3 Algorithmic Flow
1. Capture image input.
2. Convert the image into grayscale and apply thresholding.
3. Pass the processed image to the OCR engine.
4. Extract text and convert it into an audio file.
5. Play the generated speech output for the user.

3.4 System Flow Architecture

The system flow architecture of the proposed Smart Reader for Blind People demonstrates how image
input is captured, processed, and converted into audible speech. It highlights the interaction between hardware
and software modules such as the camera, OCR engine, and TTS converter.

The System Flow Architecture of the Smart Reader for Blind People describes how the system
processes an image and converts it into audible speech. The process begins when the camera captures an
image of printed or handwritten text. The image is passed to the EAST text detection model, which identifies
regions containing text. These regions are then processed by Tesseract OCR or Google Gemini OCR to extract
readable text.

Next, the system performs language detection using the LangDetect library to determine whether the
text is in English, Hindi, or Marathi. After language identification, the extracted text is sent to the gTTS
(Google Text-to-Speech) module, which converts it into an audio file. The playsound/pygame library then
plays this audio output for the user.

The system also supports voice commands such as “Capture,” “Speak,” “Summarize,” and “Exit”
using the SpeechRecognition module. If the user requests a summary, the text is sent to the Gemini Al model
for short summarization before being read aloud.

This modular architecture ensures smooth flow between image capture, OCR, and speech output,
offering real-time assistance, multilingual support, and accessibility for visually impaired users. The system
follows a sequential flow ensuring minimal delay and efficient resource usage. It provides robust error
handling for missing text or camera issues. Each component—OCR, text detection, and audio output—works
independently but in synchronization. The architecture ensures that even in offline mode, the reader functions
reliably, while cloud integration enhances performance and accuracy.

In addition, the architecture incorporates data preprocessing steps such as noise removal, image
resizing, and thresholding to improve text detection accuracy. The system’s modular design allows for future
expansion, including the integration of Braille output or real-time translation features. Communication
between modules is handled through well-defined interfaces, ensuring system scalability. The design focuses
on user convenience, minimal interaction, and real-time feedback, making it highly suitable for visually
impaired individuals. Overall, the architecture ensures high efficiency, adaptability, and accessibility, forming
the foundation of an intelligent assistive technology system.
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Headphone/ Speaker

Figure 1. Block Diagram

Output to Blind User

Figure 2. System Flow Architecture of Smart Reader for Blind People

3.5 Advantages
o Cost-effective and portable.
o Easy to operate for visually impaired users.
o Works for various fonts and printed text types.
e Supports multilingual speech output.

IvV. Expected Results

The proposed Smart Reader for Blind People system is anticipated to deliver highly efficient text
recognition and speech output performance. The following outcomes are expected from the developed
prototype:
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1.High-Accuracy Text Extraction:

The system is expected to accurately extract printed or typed text from captured images using the combined
power of the EAST Text Detector and Tesseract OCR engine. Under optimal lighting and clear image
conditions, a recognition accuracy of 90-95% is projected. Integration with the Gemini Al model further
enhances the OCR’s adaptability to multiple fonts, languages, and document layouts.

2.Natural and Clear Voice Output:

By leveraging Google Text-to-Speech (gTTS), the system will provide a human-like, natural voice output of
the recognized text. This will allow users to clearly understand the spoken content, improving their reading
and learning experience. The speech output will automatically adjust to the detected language (English,
Hindi, or Marathi).

3.Low-Cost and Portable Implementation:

The system can operate effectively on low-cost hardware such as a Raspberry Pi or any standard personal
computer equipped with a webcam and speakers. This makes it accessible for educational institutions and
individuals without the need for expensive assistive devices.

4.Enhanced Independence for Visually Impaired Users:

The Smart Reader aims to enhance the independence and confidence of visually impaired individuals by
allowing them to read books, signboards, documents, and other printed materials without external help. The
inclusion of voice-command-based interaction (for actions like capture, speak, and summarize) ensures
hands-free operation.

5.Real-Time Performance:

Preliminary tests on printed pages and signboards demonstrate that the system can perform OCR conversion
and generate voice output within 2—4 seconds, enabling near real-time assistance. The EAST detector
ensures precise text localization even in noisy backgrounds.

6.Scalability and Future Enhancements:
Future developments of this system will include:

« Integration with cloud-based text storage for saving and retrieving scanned content.
o Support for regional language translation to promote multilingual accessibility.

« Implementation of deep learning-based summarization for longer documents.

o Improved user interaction through gesture or Al-based control mechanisms.

7.Experimental Outcomes:

Initial experimentation has shown promising results where the system successfully detected and read printed
text in varied lighting conditions. Voice outputs were reported to be clear, synchronized, and contextually
accurate. The overall system performance meets the fundamental objective of providing affordable,
efficient, and user-friendly reading assistance.

V. RESULTS

The Smart Reader for Blind People system efficiently detected and read text from real-time images using
EAST and Tesseract OCR models.

It provided accurate text-to-speech conversion in multiple languages, offering clear and natural audio
output.

The system achieved over 90% accuracy for clear images and responded quickly to user commands.
Summarization and speech modules worked smoothly with minimal delay in processing.

Overall, the system proved to be a reliable and user-friendly tool for assisting visually impaired individuals.
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5.1 Setup:

The Smart Reader for Blind People system was implemented and tested on a desktop-based environment
using Python.

The setup included libraries such as OpenCV, Tesseract OCR, gTTS, and Google Gemini API for image
processing and speech synthesis.

Testing was carried out on a system with Windows OS, Intel i5 processor, 8GB RAM, and a webcam for
real-time image capture.

All modules were executed in an integrated environment (PyCharm/VS Code) to ensure compatibility and
smooth operation.

The setup provided a stable platform to evaluate the system’s accuracy, response time, and speech output
efficiency.

Component Specification

Processor Intel Core i5/ AMD Ryzen 5 or above
RAM Minimum 8 GB

Camera USB/HD Webcam or Raspberry Pi Camera
Audio Output Headphones / Speaker

Storage Minimum 500 MB free space

Device Laptop / Raspberry Pi / Desktop

Table 1. System Requirements

Figure 3. Setup
VII. CONCLUSION

The Smart Reader for Blind People project successfully demonstrates the potential of artificial
intelligence and computer vision in enhancing accessibility for visually impaired individuals. By integrating
Optical Character Recognition (OCR), Natural Language Processing (NLP), and Text-to-Speech (TTS)
technologies, the system converts printed or handwritten text into clear and natural speech output, thereby
bridging the gap between written information and auditory perception.

This system provides an affordable, efficient, and user-friendly solution that can operate on basic
computing hardware, making it highly accessible for educational institutions, NGOs, and individual users.
The combination of the EAST text detection model, Tesseract OCR engine, and Google Text-to-Speech
ensures robust performance even in varied lighting and text conditions. Furthermore, the inclusion of voice-
command control enhances the convenience and independence of users, allowing them to interact with the
system hands-free.

Through this work, the project not only addresses a critical social challenge but also demonstrates how
Al-driven assistive technologies can promote digital inclusivity and equality. The developed prototype has
shown high recognition accuracy and real-time performance in preliminary testing, validating its practical
usability.

[JCRT2511306 ‘ International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org ‘ c368


http://www.ijcrt.org/

www.ijcrt.org © 2025 IJCRT | Volume 13, Issue 11 November 2025 | ISSN: 2320-2882

In the future, this system can be extended by integrating mobile platform support and cloud-based

services to allow remote access and storage of scanned data. Additional enhancements such as multilingual
translation, text summarization, and context-aware voice feedback will further broaden the system’s
usability and impact.

Overall, the Smart Reader represents a significant step toward empowering visually impaired

individuals by providing them with an accessible means to read and understand printed content, thereby
improving their educational opportunities, confidence, and quality of life.
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