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Abstract 

Growth in online education has made knowledge more widely available, but with that comes a navigation 

and summarizing challenge. This research hence proposes a system implementing web data extraction 

blended with generative AI for the automated extraction and summarization of educational material from 

institutional websites. Using BeautifulSoup for text extraction and the Gemini AI API for abstractive 

summarization, given a target URL, the system returns a very brief summary of the web content in an 

educational context. It has a modular architecture consisting of three components: data extraction, 

summarization, and a user interface implemented in Flask. Performance evaluation on 100 educational web 

pages shows steady extraction with an F1-score of 0.80 and a summarization quality that outperforms 

general-purpose tools. A user study with 150 participants reports a high satisfaction rate, thereby improving 

accessibility for students, educators, and researchers through a scalable and inclusive solution. 

Keywords: Text Summarization, Generative AI, Web Data Extraction, Educational Content, Natural 

Language Processing 

 

1. INTRODUCTION 

1.1 Background 

Text summarization is one of the major tasks in natural language processing, where it condenses lengthy 

documents into their essentials, an important factor in education, where students and educators have lots of 

resources, such as research papers and institutional websites, to go through. Unlike extractive methods that 

pick key sentences from the original text [9], generative AI models form new sentences that capture the 

essence of the content and are, therefore, preferred for the synthesis of complex educational materials [5]. 

On the other hand, Gemini AI produces text as humans do, and it could, therefore, aid in understanding [8]. 

Advances in transformer architectures have led to these developments [3]. 

1.2 Motivation 

Manual summarization of educational websites is, in addition to being time-consuming, a highly specialized 

act and thus not very accessible. Existing solutions are mostly not designed with education in mind, which 

is why the demand for an automated application continues to rise. The fusion of information extraction from 

the web with generative AI could provide a fast route to relevant educational material, thereby focusing on 

learning and not on information sifting [17][19]. 
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1.3 Objectives 

The objectives of this study are to: 

 Develop an online application for summarizing education-oriented web content of URLs given by 

users. 

 Create educational summaries using generative AI. 

 Evaluate system performance on extraction, summarization, and on user experience. 

 Establish comparisons with existing methods to illustrate the benefits. 

 

2. LITERATURE REVIEW 

2.1 Web Data Extraction Techniques 

Web data extraction aids enterprise and social web applications with tree-matching algorithms and machine 

learning [6]. Challenges emerge as to finding a proper balance between automation and accuracy, processing 

huge volumes of data, and upholding privacy concerns and adaptability to ever-changing web structures. 

BeautifulSoup is perfect when it comes to parsing static HTML but utterly fails with JavaScript-rendered 

content [11]. In contrast, machine learning requires substantial amounts of training data but, in return, 

provides greater flexibility. 

2.2 Generative AI in Text Summarization 

Generative AI has, in turn, advanced the art of text summarization, mainly in the case of academic content, 

where it actually generates human-like summaries of lengthy texts [1]. Large language models like ChatGPT 

and Gemini are increasingly being used for research discovery [18]. A systematic review shows that 

abstractive summarization has evolved through iterations for education-oriented applications [1]. Extractive 

summarization merely picks key sentences [9], while more recent methods based on BART [12], PEGASUS 

[16], pointer-generator networks [15], pretrained encoders [13], and T5 [14] further the contextual 

understanding of the summary. Gemini models can deal with large contexts, ideally suited for educational 

content [7][8][10]. Research on style control of summaries shows that Gemini can customize summaries for 

education [2]. There are still issues related to hallucinations and copyright [18]. 

2.3 Integration of Web Data Extraction and AI 

The integration of web data extraction with generative AI enables content generation and literature discovery 

[19]. While data from websites of institutions are open for AI-based applications, ethical and legal 

considerations, such as copyright compliance, are very important to highlight [6]. 

 

3. METHODOLOGY 

3.1 System Architecture 

The system integrates three modules: data extraction (BeautifulSoup), summarization (Gemini AI API), and 

Flask user interface. Users submit strings as URLs, and the system extracts text, generates summaries, and 

displays results, guaranteeing scalability and accessibility.  
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Figure 1: System Architecture for Automated Extraction and Summarization of Educational Content. 

The Figure 1 depicts the workflow: URL input via Flask interface, text extraction via BeautifulSoup, 

summarization via Gemini AI, and results display with recent searches. 

3.2 Data Extraction Module 

From paragraph tags, BeautifulSoup extracts text that is then truncated to a maximum of 5,000 characters 

to meet API constraints. Any JavaScript may be excluded in the target static HTML content. URL 

submission, HTTP requests, HTML parsing, text extraction, and processing are involved in the system. 

3.3 Data Summarization Module 

Using the Gemini AI API to generate summaries, the system uses the prompt: "You are an expert AI designed 

to summarize content from educational websites. Create a concise, clear summary in simple English, 

focusing exclusively on educational topics such as course details, learning objectives, or institutional 

information."  

The EduSummarizer Algorithm outlines the process: 

Algorithm EduSummarizer 

Input: URL (user-submitted educational webpage URL) 

Output: Summary (concise educational summary), RecentURLs (list of recent URLs) 

Begin 

1. Initialize: 

a. Set RecentURLs as an empty list to store up to 10 recent URLs. 

b. Set max_text_length = 5000 characters (constraint for Gemini AI API). 

c. Display web interface with URL input field, search button, summary display area, and 

recent searches section. 

2. On URL Submission: 

a. Validate URL is non-empty and properly formatted. 

b. If invalid, display error message "Please enter a valid URL" and exit. 

3. Fetch Webpage Content: 
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a. Send HTTP GET request to URL using requests library with User-Agent header 

"Mozilla/5.0". 

b. Set timeout to 10 seconds for the HTTP request. 

c. If request fails, use response.raise_for_status() to catch errors, display user-friendly 

error message, and exit. 

4. Extract Text: 

a. Parse HTML content using BeautifulSoup with html.parser. 

b. Select all <p> tags and extract text, as they typically contain primary educational 

content. 

c. Concatenate extracted paragraphs into a single string raw_text. 

d. If len(raw_text) > max_text_length, truncate raw_text to 5000 characters. 

5. Summarize Text: 

a. Construct prompt: "You are an expert AI designed to summarize content from 

educational websites. Create a concise, clear summary in simple English, focusing 

exclusively on educational topics such as course details, learning objectives, or 

institutional information." 

b. Prepare input for Gemini AI API: input_text = prompt + "\n\n" + raw_text. 

c. Call Gemini Pro API with input_text. 

d. If API call fails, catch exception, display error message, and exit. 

e. Retrieve summary summary_text from API response. 

f. Post-process summary_text: Remove redundant whitespace and ensure length is 50–

100 words. 

6. Update Recent Searches: 

a. If URL not in RecentURLs, add URL to the start of RecentURLs. 

b. If RecentURLs exceeds 10 entries, remove the oldest entry. 

7. Display Results: 

a. Render summary_text in the summary display area of the web interface. 

b. Update recent searches section with RecentURLs. 

8. Return summary_text and RecentURLs. 

End 

This algorithm establishes a systematic procedure for summarization; upholding efficiency coupled with 

quality. The consideration of <p> tags in the summarization process and the customized prompt ensure that 

the summaries remain education-oriented, whereas truncation and post-processing render the summaries 

usable. 

3.4 User Interface Design 

A Flask interface has been built, offering a URL input field, search button, summary display, and recent 

searches right-panel, styled in CSS for responsiveness.  

 

Figure 2: User Interface 
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Figure 2 shows the interface: at the top left, URL input and search button; in the center, summary display; 

at the right sidebar, recent searches. 

BeautifulSoup for HTML parsing, Gemini AI for summarization, and Flask for the interface were considered 

an applicable combination, providing a highly efficient workflow. 

3.5 Evaluation Metrics 

The quality of generated summaries will be evaluated through ROUGE scores, which evaluate lexical 

overlap between the generated and reference summaries at levels of unigrams (ROUGE-1), bigrams 

(ROUGE-2), and longest common subsequence (ROUGE-L); whereas, BERTScore measures their semantic 

similarity using contextualized embeddings from BERT [4]. This, in turn, guarantees a comprehensive 

assessment of coverage and preservation of meaning. 

 

4. IMPLEMENTATION 

4.1 Development Environment 

Developed using Python 3.10, the system implements Flask for the web application, BeautifulSoup for 

parsing, requests for HTTP requests, and the Gemini-1.5-pro model for summarization.  

4.2 Data Pipeline 

For input processing, the pipeline performs the following steps: 

 User Input: An URL is submitted by the user in the Flask interface. 

 Data Extraction: A HTTP GET request fetches the webpage, BeautifulSoup parses the HTML, 

text gets extracted from tags, and is truncated to 5,000 characters. 

 Text Summarization: The Gemini AI API takes the text and produces an education-centric 

summary based on the custom prompt. 

 Output Presentation: The summary is displayed; the recent 10 URLs are stored. 

4.3 User Interface Implementation 

The Flask interface is written in HTML, CSS, JavaScript, and provides a URL input field, a search button, 

a summary display, and a recent searches section. With asynchronous requests, the user experience is 

smooth, and with a responsive design, it suffices for all devices. 

4.4 Error Handling 

Errors are handled very robustly throughout the system: 

 Invalid URLs or the occurrence of any errors display a friendly message. 

 HTTP request timeouts (10 seconds) prevent the system from hanging. 

 API errors are caught and prevented from breaking the application. 

 

5. RESULTS 

5.1 Performance Metrics 

5.1.1 Extraction Accuracy 

The system is evaluated by three metrics: precision, recall, and F1-score. The extracted text is compared to 

the gold standard dataset. 

5.1.2 Summarization Quality 

Quality is evaluated through ROUGE scores (i.e., ROUGE-1 for unigrams, ROUGE-2 for bigrams, 

ROUGE-L for structural similarity) and the BERTScore. The Educational Relevance Score (ERS) measures 

relevance to pedagogy from 1 to 5. 
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5.1.3 User Satisfaction 

A survey with 150 participants was carried out to rate the helpfulness, information, and clarity. 

5.2 Dataset 

There were 100 educational web pages from educational institutions. High inter-annotator agreements were 

recorded (Cohen's kappa: 0.82). 

5.3 Experimental Setup 

The system processed the dataset, finished extracting texts, producing summaries, and evaluating them. A 

user evaluation followed, with 150 participants asked to summarize 5 web pages each. 

5.4 Performance Results 

Table 1: Extraction Accuracy 

The system demonstrated robust performance in extracting relevant educational content: 

Metric Value Description 

Precision 0.84 84% of the extracted text found relevant to the educational 

content. 

Recall 0.77 77% of the relevant content in education successfully extracted. 

F1-score 0.80 This is a well-balanced measure of the extraction performance. 

 

 

Figure 3: Extraction Accuracy Metrics 

The extraction accuracy's measurement is depicted in Figure 3, which testifies to the balanced performance 

of the system in precision, recall, and F1-score. 
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Table 2: Summarization Quality  

The summarization module generated summaries with a technically sound basis and educational relevance: 

Metric Value Description 

ROUGE-1 0.44 Moderate unigram overlaps with reference summaries 

signify adequate content coverage. 

ROUGE-2 0.31 Reasonable bigram overlaps reflected phrase-level 

similarities. 

ROUGE-L 0.41 Strong structural similarity with reference summaries. 

BERTScore 0.87 The summaries showed a high semantic similarity with 

reference summaries; this suggests that the concepts are 

preserved. 

Educational 

Relevance Score 

(ERS) 

4.1/5 Experts rated the summaries as being highly relevant to 

educational objectives. 

ROUGE scores are on par with state-of-the-art abstractive summarization algorithms, such as BART, which 

produces ROUGE-1: 0.42, ROUGE-2: 0.28, and ROUGE-L: 0.39 on our dataset, while the high BERTScore 

confirms that summaries preserve semantic meaning, which is of utmost importance for educational uses. 

The high ERS value supports our belief that the custom prompt successfully directed the Gemini AI API 

toward the educational aspect, hence making the summaries highly useful for learning. 

 

Figure 4: Summarization Quality Metrics 

Figure 4 shows that across ROUGE scores, BERTScore, and educational relevance, the system performed 

quite well.  

 

Table 3: User Satisfaction 

On the usability and effectiveness fronts, the user study gave the system quite encouraging reviews: 

Question Result 

Helpfulness (1-5 scale) Mean: 4.2, SD: 0.6, 85% rated 4 or 5 

Inclusion of Important Information (Yes/No) 78% responded “Yes” 

Clarity (1-5 scale) Mean: 4.4, SD: 0.5 

The users found the summaries helpful and agreed that they included the core educational content. 
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Figure 5: User Satisfaction Scores 

Figure 5 reflects the users' satisfaction scores and portrays high ratings given to the dimension of helpfulness 

and clarity, along with respective variability. 

 

5.5 Comparative Analysis 

For a solid performance context, it was compared against two other summarizers: a general summarization 

API and a website summarizing tool (smry). Both were tested on the same dataset of 100 educational web 

pages with their performance measuring in both quantitative and qualitative metrics: 

Table 4: Comparative Analysis 

System ROUGE-

1 

ROUGE-

2 

ROUGE-

L 

BERTScore ERS Helpfulness 

(Avg.) 

Clarity 

(Avg.) 

Proposed 

System 

0.44 0.31 0.41 0.87 4.1/5 4.2/5 4.4/5 

General-

Purpose 

API 

(BART) 

0.42 0.28 0.39 0.82 3.7/5 3.9/5 4.0/5 

Web-

Based 

Tool 

0.37 0.24 0.34 0.78 3.5/5 3.6/5 3.9/5 

On all metrics, particularly BERTScore and ERS, the proposed method outperformed the two alternatives, 

thereby demonstrating its supremacy for generating semantically legitimate and education-oriented 

summaries. User satisfaction was higher due to the tailored prompt of the system and its focus on extracting 

relevant content from educational websites. The general-purpose API, on the other hand, had trouble with 

domain-specific content, and the web-based tool generated less coherent summaries, perhaps due to its 

extractive nature. 
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Figure 6: Comparative Analysis Across Systems 

Figure 6 depicts the results' comparative analysis in ROUGE scores and BERTScore, thus establishing that 

the proposed system has greater semantic accuracy. 

 

6. DISCUSSION 

The system, being beneficial for the automation of educational content extraction and summarization, attains 

high scores in extraction accuracy and summarization quality, whereas other generic tools score lower on 

both sides. The user satisfaction level is relatively high and is considered helpful and unambiguous by end-

users. 

Real-time processing and education-oriented output stand as a gap that has been addressed by the system in 

institutional web content summarization.  

The system has difficulty processing dynamic content as it uses BeautifulSoup for static HTML parsing. 

The system ensures compliance with the website's terms and privacy norms, working in an ethically 

responsible manner compliant with GDPR regulations. 

 

7. CONCLUSION AND FUTURE WORK 

This system enhances access to educational content and performed well with the highest satisfaction rate 

from users, providing a genuinely new approach to educational summarization. Beyond the present 

developments, future enhancements will be directed towards several significant areas. Our targets will 

include making the system more dynamic to accommodate dynamic content, such as the integration of 

Selenium, and shall improve further with additional fine-tuned AI models for better summarization quality. 

Most importantly, accessibility enhancement will be incorporated, including a capable system for summary 

conversion to Indian Sign Language (ISL). This would involve using AI-enabled NLP and computer vision 

to produce visual interpretations of the summaries as ISL gestures validated through user studies conducted 

with the Hearing-imparied community. Conducting longitudinal studies will help us understand the 

effectiveness of our system in real educational scenarios in the longer term, as it will adhere strictly to the 

highest ethical standards in the developmental and deployment stages. 
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