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ABSTRACT- Deep learning is enhancing the medical industry 

by enabling academics and healthcare practitioners find 

opportunities concealed in data. In addition, it helps physicians 

accurately diagnose any type of illness and improve patient 

medication, leading to better medical decisions. Medical 

conditions like Polycystic Ovarian Syndrome (PCOS) need 

appropriate diagnosis and treatment other options. It is a 

common endocrine condition that triggers ovarian cysts to form 

in women who are trying to conceive, which leads to in 

infertility. Deep learning techniques using the VGG 16 

convolution neural network design can be used to aid in the 

diagnosis of PCOS. These techniques yield effective solutions 

in problems involving picture classification. The current study 

compares the accuracy and other performance measures of 

previously described deep learning techniques and discusses the 

issue of over-fitting and the accuracy was achieved in this 

proposed work was 94% [1]. 
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INTRODUCTION 
 

The complicated disorder known as polycystic ovarian 

syndrome (PCOS) is typified by high testosterone levels, 

irregular menstruation, and/or tiny cysts on either or both of 

your ovaries. The condition may be primarily biochemical 

(hyperandrogenemia) or morphological (polycystic ovaries). 

One of the clinical features of PCOS is hyperandrogenism, 

which can lead to anovulation, microcysts in the ovaries, 

follicular development suppression, and menstrual 

abnormalities [2]. A diverse condition, PCOS impacts at least 

7% of adult females. The Office of Disease Prevention at the 

National Institutes of Health estimates that 5 million 

American women who are of childbearing age suffer from 

PCOS. The discovery and treatment of PCOS costs the 

American healthcare system about $4 billion annually. 

Studies indicate that PCOS affects 5% to 10% of females 

between the ages of 18 and 44, making it possibly the most 

prevalent endocrine condition among reproductive-age 

women in the United States. A PCOS diagnosis is frequently 

given to women who seek medical attention for problems 

with obesity, acne, amenorrhea, abnormal hair growth, and 

infertility as Endometrial cancer, cardiovascular disease, 

dyslipidemia, and type 2 diabetes mellitus are more prevalent 

in women with PCOS. The pharmacotherapeutic approach to 

PCOS is studied in this article. 

 
Fig 1.1 ovarian structure 

Types of PCOS 

1. Insulin resistance PCOS 

 
The dietitian claims that in 70% of cases, it happens. This 

kind of PCOS can be brought on by an illness known as 

insulinoma, which develops when cells lose their ability to 

react to the adverse effects of insulin. Treatment for this can 

involve regular mobility and exercise. Choose for a balanced 

diet instead of foods heavy in sugar. To control insulin levels, 

minimize stress and get enough sleep. Magnesium, 

chromium, NAC, and inositol supplements can be 

advantageous. 

 

2. Adrenal PCOS 

 
This happens in the midst of a very stressful time. High 

cortisol and DHEA   levels   are   marked   markers. 

Practice yoga, meditate, and get enough sleep to lower your 

stress levels [3]. Steer clear of intense activity. The 

neurological system and adrenal glands can be supplied with 

magnesium, vitamin B5, and vitamin C[4]. 

 
 

3. Inflammatory PCOS 

 
The cause of this kind of PCOS is persistent inflammation. 

PCOS is brought on by high testosterone levels, which are 

raised by an unhealthy diet and way of life. Symptoms 

include headaches, unexplained fatigue, high C reactive 

protein. By repairing leaky gut tissue, enhancing digestive 
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enzymes, and maintaining a balance of gut flora, you can maintain 

optimal gut health. Steer clear of foods that cause inflammation. 

Use antioxidants like NAC, curcumin, and omega 3 fatty acids as 

natural anti-inflammatories to help yourself [5]. 

 
4. Post-pill PCOS 

 
This happens when you stop taking oral contraceptives. Pooja 

claims that stopping the artificial progesterone pills can result in a 

"party in the ovaries," which can lead to PCOS. Although taking 

the medication can temporarily halt the symptoms, stopping it 

later can make the issue worse .The specific kind of PCOS is 

transient and curable. Relaxation and sound sleep are beneficial. 

Zinc, magnesium, vitamin B6, and vitamin E are among the 

beneficial nutrients [11]. 

 

 

 

 

 

 

 

Fig 1.2 Ultrasonic Images of PCOS 

PROPOSED METHOD 

 

In this investigation, two convolutional neural network models 

were used. Using the transfer learning approach, we have 

optimized the VGG 16 convolutional neural network and tailored 

the model to meet the needs of our dataset. A summary of our 

work approach is shown in our dataset, which we have also 

constructed a lightweight convolutional neural network to detect 

ovarian cysts. A. Description of the Dataset Two distinct 

datasets—Dataset A and Dataset B— made up our database for 

this project. Our models were trained and validated using Dataset 

A. However, in order to evaluate the models objectively, we have 

employed a discrete dataset B rather than splitting a test set from 

dataset A. 

1) Dataset A: We downloaded dataset A from Kaggle, which 

served as our first dataset and was used to train and evaluate both 

of our models. A training set of 1,924 images and a test set of 

1,932 images were initially included in Dataset A. But the photos 

in this dataset's training and test sets were almost exactly the 

same. As a result, we have just used the training set and ignored 

the test set. The original training set from Dataset A has been 

further divided into two sets: the training set and the validation set. 

Ultrasound images of both healthy and cystic ovaries were 

included in both sets. The ultrasound images displaying infected 

cysts on the ovary were labeled as "infected," whilst the 

ultrasound images displaying a healthy ovary were labeled as ‘not 

infected’. Finally, we have come up with our final version of 

Dataset A which contained a total of 1,346 training photos in 

addition to validation images. Sample images of both cystic and 

healthy ovarian ultrasound images[7]. 

2) Dataset B: We have collected ultrasound images of both healthy 

and cystic ovarian tissues from multiple online sites for our test 

set, Dataset B. Two licensed medical professionals have advised 

us on how to properly categorize these images as either cystic or 

healthy. Images of cystic ovaries were classified as "infected," 

whereas ultrasound pictures of healthy ovaries were classified as 

"not infected." A total of 339 photographs made up Dataset B, 154 

of which 

were ultrasound pictures of healthy ovaries and 185 of which 

showed images of ovarian cysts. To guarantee an objective 

assessment of our models' performance, this dataset was 

totally unrelated to dataset A. Examples of dataset B's 

ultrasound pictures showing both healthy and cystic ovarian 

tissue. 

 

 

IMAGE PREPROCESSING 
 

As previously indicated, dataset B was utilized for testing, 

whereas dataset A was used for training and verifying our 

models. The photographs in datasets A and B were different 

in size. We have resized all the images in both datasets to 224 

x 224 pixels in order to give our models uniformly sized 

images. Each of our test, validation, and training sets 

contained sixteen batches. To normalize our image data, we 

used Keras' Image Data Generator. In addition, we have 

enhanced our training photos to get around dataset A's image 

restrictions. About 80% of dataset A has been used as the 

training set, and the remaining 20% has been used as the 

validation set. The test set was Dataset B. 

 

MODEL DESCRIPTION 

 

A deep learning model called a Convolutional Neural 

Network (CNN) architecture is used to interpret structured, 

grid-like data, including photographs. It is made up of several 

layers, such as fully connected, pooling, and convolutional 

layers. CNNs' hierarchical feature extraction capabilities 

make them very useful for tasks like object identification, 

picture segmentation, and image classification. 

 

VGG-16 

 

A convolutional neural network (CNN) architecture called 

the VGG-16 model was put forth by the University of 

Oxford's Visual Geometry Group (VGG). With 16 layers 

total—13 convolutional layers and 3 fully linked layers—it 

is distinguished by its depth. VGG-16 is well known for its 

efficiency and simplicity, as well as for its ability to perform 

well on a variety of computer vision tasks, such as object 

recognition and image categorization. The design of the 

model consists of a stack of progressively deeper max- 

pooling layers after a series of convolutional layers. Because 

of its design, the model can learn complex hierarchical 

representations of visual data, which results in predictions 

that are reliable and accurate. For many deep learning 

applications, VGG-16 is still a popular choice despite being 

simpler than more modern architectures due to its versatility 

and excellent performance. 

Teams compete on computer vision tasks such as object 

localization and picture classification in the annual ImageNet 

Large Scale Visual Recognition Challenge (ILSVRC). Top 

rankings were attained by VGG16, which was introduced by 

Karen Simonyan and Andrew Zisserman in 2014[10]. It was 

able to identify items from 200 classes and categorize photos 

into 1000 groups [8]. 
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Fig 1.3 VGG 16 Architecture 

 

 
VGG Architecture: 

A deep convolutional neural network (CNN) with the VGG- 

16 architecture is intended for image categorization applications. 

The University of Oxford's Visual Geometry Group introduced it. 

VGG-16 is easy to comprehend and apply because of its uniform 

architecture and simplicity. Typically, the VGG-16 design has 16 

layers: 3 fully linked layers and 13 convolutional layers. These 

layers are arranged into blocks, with a max-pooling layer for down 

sampling coming after each block that contains several 

convolutional layers[19]. 

 

 

Fig 1.4 VGG 16 Layer 

 

Here’s a breakdown of the VGG-16 architecture based on the 

provided details: 

 

Input Layer: Input dimensions: (224, 224, 3) Convolutional 

Layers (64 filters, 3×3filters, same padding): This model 

consists of two convolutional layers that follow each other, each 

having 64 filters and a 3×3 filter size. The spatial dimensions are 

maintained by applying the same padding [12]. 

Convolutional Layers (128 filters, 3×3 filters, same padding): 
Two consecutive convolutional layers with 128 filters each and a 

filter size o 

Convolutional Layers (512 filters, 3×3 filters, same padding): 
Two sets of three consecutive convolutional layers with 512 
filters each and a filter size of 3×3. 
Max Pooling Layer (2×2, stride 2): Max-pooling layer with a 

pool size of 2×2 and a stride of 2. 

 

Stack of Convolutional Layers and Max Pooling: Two 

additional convolutional layers after the previous stack. connected 

layer to produce probabilities for 1000 classes, in accordance with 

the parameters[23]. 

Flattening: Flatten the output feature map (7x7x512) into a 

vector of size 25088 

 

Fully Connected Layers: ReLU activated in three fully 

connected layers.4096 output size and 25088 input size make 

up the first layer.4096-sized input and 4096-sized output 

make up the second layer. The third layer, which corresponds 

to the 1000 classes in the ILSVRC challenge, has input size 

4096 and output size 1000. The third completely linked 

layer's output is subjected to Softmax activation for 

categorization. 

 

 

 

 
Fig 1.6 Training and validation accuracy graph 

 

 

 

 

 

 

 

Fig 1.5 Training and validation loss graph 
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Table 1.2 Classification Table 

 

 

 

 
RESULT AND DISCUSSION 

 

In this paper, the detection of Polycystic Ovary 

Syndrome (PCOS) using deep learning, specifically with 

the VGG-16 model, is a cutting-edge approach that 

leverages convolutional neural networks (CNNs) for 

image classification tasks. In this study, a Convolutional 

Neural Network (CNN), to test machine learning 

models, it is necessary to obtain the features that best 

represent the images using feature extraction techniques 

from preprocessed images. In this study, values such as 

the diameter of the follicles, their distance from each 

other, and the number of follicles can be considered as 

features to be extracted from the ovary images. On the 

other hand, deep learning models have features that can 

be preferred in automatic diagnosis systems by 

classifying unsegmented or segmented images without 

the need for a feature extraction process. For this reason, 

the ovary images we obtained for this study were limited 

to deep learning models, although data augmentation 

techniques were also applied [7]. As a result, by using 

different deep learning architectures with more ovary 

images, the classification accuracy obtained in this study 

can be increased, and an automatic diagnosis system can 

be developed. The obtained accuracy of this paper is 

94% 

 

CONCLUSION 

In this work, CNN is utilized as an image classifier. 

The dataset's cysts can be detected by the algorithm by 

segmentation and feature extraction techniques. For the 

purpose of to classify test data in the dataset and 

determine whether or not the ovary is impacted, this 

approach takes certain input ultrasound images as train 

data. Using deep learning algorithms, the project has 

successfully been executed to predict the early 

existence of PCOS from ultrasonic scanned images and 

to provide preventative actions (F.saleem). Algorithms 

like VGG16 are utilized to forecast whether an 

individual has PCOS disease according to the input 

image, while contrasting these results can improve 

system performance to anticipate the existence of 

illness. This ultimately shortens the time needed to 

diagnose PCOS and helps provide effective treatment in 

the least expensive manner. Since there are numerous 

methods for diagnosing conditions, there are numerous 

avenues for technological improvement. 

FUTURE SCOPE 

The majority of research on the identification of PCOS 

focused on machine learning; however, in this study, 

we employ a deep learning approach to identify 

polycystic ovarian syndrome. Future study aims to 

identify the different 

types of Polycystic ovarian syndrome using ultrasound 

images and to analyse the ovarian cyst. By comparing the 

outcomes of future models with real-time data, this 

interdisciplinary approach can result in the development of 

more clinically relevant models and solutions. Additionally, 

this research can be utilized to analyse gynaecologist 

ultrasound images in order to detect PCOS early on [13]. 
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