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Abstract:  The use of artificial intelligence in tailored information distribution has become increasingly 

popular over the past few years. The use of Long Short-Term Memory (LSTM) networks in an emotion-based 

music recommendation system is shown in this paper. By identifying the user's emotional state with 

recommended music, the suggested method seeks to improve the user experience. By providing a unique 

approach that seamlessly combines emotional intelligence with advanced algorithms of machine learning, this 

study advances the fields of affective computing and tailored recommendation systems. In order to improve 

the suggestion accuracy even further, future work will involve extending the emotional detection skills and 

adding real-time feedback. 

 

Index Terms – Music recommendation system, of Long Short-Term Memory (LSTM) networks, 

Convolutional Neural Networks, ResNet-50, Deep Learning, User Preferences, Sequential Data, Machine 

Learning, Recommendation Accuracy. 

 

Introduction 

The advent of the digital age has ushered in a new era in the way we interact with and consume music. With a 

vast and ever-expanding repository of music accessible through online streaming services, it has become 

increasingly challenging for users to discover new music that resonates with their individual tastes and 

preferences. In response to this challenge, music recommendation systems have emerged as a critical 

component of the digital music ecosystem. 

 

Emotion-based recommendation algorithms for music greatly improve personalized listening experiences by 

matching users' emotional states with recommended songs, increasing listening time and enjoyment. By 

providing therapeutic advantages and assisting users in managing stress and anxiety, these systems promote 

emotional well-being and mood regulation. By encouraging long-term user involvement and brand loyalty, 

they give businesses an upper hand in the congested music streaming industry. They propel advances in data 

integration, AI, and machine learning technologically. By means of similar emotional experiences, they 

strengthen social connection and cultural significance. They increase memberships and allow targeted 

advertising, which is how they economically increase income. Emotion-based systems, in general, are a critical 

advancement in music curation that enhance user experience and spur business innovation. 

 

This study aims to investigate the design and use of an LSTM-based music recommendation system, 

emphasizing the ways in which LSTMs may improve the suggestions' contextual awareness and customization. 

Long Short Term Memory neural networks (LSTMs) are able to provide suggestions that take into account 

both the user's past and present musical tastes by using the temporal component of music consumption data. 
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The ultimate goal of this project is to provide insights into how deep learning, and especially LSTM and 

CNN, might transform the way people find and enjoy music in the digital era, while also making a 

contribution to the continuous progress of music recommendation technology. The remaining sections of 

this study will explore the specifics, experiments, and findings, providing insight into the possibilities and 

constraints of RNN-based music recommendation systems. 

I. LITERATURE REVIEW 

Emotion-based music recommendation systems have garnered significant research interest, leveraging 

various deep learning and machine learning techniques to enhance user experience through personalized 

music recommendations. Early developments, as discussed by Anand et al. [1], laid the groundwork with 

AI-based algorithms. Combining Long Short-Term Memory (LSTM) and Convolutional Neural Networks 

(CNNs), Joshi et al. [3] demonstrated improved accuracy in music recommendations by capturing temporal 

and spatial features. Emotion recognition frameworks, such as those proposed by Liu et al. (2023) and 

evaluated by Huq et al. (2010-11), are central to personalizing music recommendations [10][27]. Novel 

frameworks, including Huo et al.'s (2024) LSTM-based OST synthesis and Patel et al.'s (2023) ConCollA 

system for drivers, demonstrate practical applications [24][25]. Comparative studies, like those by Tyagi 

and Ray (2024), underscore the strengths and weaknesses of various neural network architectures, 

suggesting future research to explore hybrid models, expand datasets, and incorporate real-time feedback 

to refine personalized recommendations [30]. Overall, these studies indicate substantial progress while 

highlighting ongoing challenges and future directions in emotion-based music recommendation systems. 

II. PROPOSED METHODOLOGY 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

     Figure 3.1 Model Architecture of Music Recommendation System 

 

3.1 Data Sources 

The information was gathered from a variety of sources, such as Spotify API, online streaming services, music 

databases, and user    listening histories. This data includes user profiles, past listening logs, audio properties 

(such as tempo, key, and spectral characteristics), and music metadata (such as genre, artist, and track 

information). 

 

3.2 Data Cleaning and Integration 

The collected data undergoes preprocessing, which involves data cleaning, transformation, and integration. 

This step ensures data consistency and compatibility, enabling seamless feeding of data into the LSTM-CNN 

model. 
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3.3 LSTM Architecture 

3.3.1 Input Gate 

The input gate determines how much of the incoming information should be stored in the cell state. It utilizes 

a sigmoid activation function to regulate the flow of information, with higher values indicating the importance 

of retaining new information. 

3.3.2 Forget Gate 

This gate decides which information from the previous cell state should be discarded or forgotten. It uses a 

sigmoid activation function to output a number between 0 and 1 for each element in the cell state, where 0 

means "completely forget" and 1 means "completely retain. 

3.3.3 Output Gate 

The output gate determines which parts of the cell state should be outputted to the next layer of the network. 

Similar to the input gate and forget gate, it uses a sigmoid activation function to regulate the flow of 

information, and a tanh activation function to regulate the values of the output. 

 

3.4 CNN Layer 

3.4.1 Convolutional Layer 

The convolutional layer is responsible for detecting local patterns in the audio data. In order to create feature 

maps, it applies a number of filters (kernels) to the input data that slide along the input's dimensions (such as 

time and frequency in audio spectrograms). 

3.4.2 Activation Layer 

Following the convolutional layer, an activation function is applied to introduce non-linearity into the model, 

enabling it to learn more complex representations. 

3.4.3 Pooling Layer 

The pooling layer reduces the spatial dimensions (time and frequency) of the feature maps, thus reducing the 

computational load and helping to prevent overfitting. 

3.4.4 Batch Normalization Layer 

Batch normalization is applied to stabilize and accelerate the training process. 

 

3.4.5 Dropout Layer 

The dropout layer is a regularization technique used to prevent overfitting. 

3.4.6 Flatten Layer 

Before feeding the data into the fully connected layers, the flatten layer is used to convert the 2D feature maps 

into a 1D vector. 

3.4.7 Fully Connected Layer 

This layer helps in mapping the high-level features into the final recommendation output space. 

3.4.8 Output Layer 

The output layer of the CNN processes the combined features and passes them on to the subsequent LSTM 

layer or directly to the final recommendation output, depending on the architecture. 

 

3.5 Training Process 

3.5.1 Loss Function 

We shall specify a suitable loss function that corresponds to the goal of the work, i.e., reducing 

recommendation prediction mistakes. For recommendation systems, Mean Squared Error (MSE) and Cross-

Entropy Loss are common loss functions. 

3.5.2 Optimization Algorithm 

We will use optimization techniques such as Adam and RMSprop, to properly train the LSTM-CNN model. 

Using cross-validation, we will adjust learning rates and hyperparameters. 

3.5.3 Training Parameters 

A section of the dataset will be used to train the model, while the remaining data will be used as a test set. 

Using a variety of indicators, we will train the model iteratively and assess its performance, enabling us to 

modify the training parameters as necessary. 
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3.5.4 Evaluation Metrics 

We will assess the performance of the LSTM-CNN-based music recommendation system using the following 

metrics: 

i. Accuracy: This statistic assesses how well the model forecasts user preferences and produces suggestions. 

ii. Precision and Recall: To assess the system's capacity to offer pertinent recommendations, we shall compute 

precision and recall. 

iii. F1-Score: This combined measure of recommendation quality strikes a balance between recall and 

accuracy. 

iv. User Satisfaction: User feedback will be collected to gauge the system's effectiveness in enhancing user 

satisfaction with the recommendations. 

3.5.5 Model Validation 

Using methods like k-fold cross-validation, we will evaluate the LSTM-CNN-based recommendation system 

to make sure the model performs well when applied to new data. 

3.5.6 Model Optimization 

As needed, we will fine-tune the model, exploring techniques such as hyperparameter optimization and 

regularization to improve its performance. 

 

IV. RESULTS AND DISCUSSION 

With 65% accuracy, the emotion-based music recommendation algorithm performs thoroughly. The 

algorithm classifies faces from facial photos by applying the Haar Cascade technique. A pre-trained deep 

learning algorithm recognizes the user's face and estimates their emotions. Anger, disgust, fear, happiness, 

sadness, surprise, and neutral are the seven emotions that the system can detect. The system chooses songs 

that align with the user's mood from a collection based on the estimated feeling. The user is able to pick 

and stream the recommended tunes, which are suggested by the algorithm based on the detected emotion. 

The accuracy of the system is now at 65%, which is a satisfactory result. But by employing a bigger dataset 

and training the deep learning model on it, this accuracy may be increased even further. Furthermore, adding 

user feedback helps improve the algorithm by tailoring music recommendations to specific tastes. 

 

V. CONCLUSION 

In conclusion, we obtained an accuracy of almost 70% using our emotion-based music recommendation 

system that makes use of face photos and the Haar Cascade algorithm. This suggests that users' moods may 

be accurately inferred from their facial expressions, thus appropriate music can be suggested. In response to 

the increasing demand for specialized services, the system provides a customized music experience. It 

improves the individual's mood and general experience by making music recommendations based on 

emotions. Although the results are encouraging, the accuracy of the system might be enhanced. Investigating 

other machine learning algorithms could produce better results. Expanding the dataset for model training 

may also improve the system's efficiency. 

 

VI. FUTURE SCOPE 

Future study might examine and include more sophisticated facial recognition and emotion detection 

algorithms, such content based filtering, collaborative based filtering and natural language processing to 

increase the efficiency of the system for recommending music based on emotions. On top of that, the 

technology might be extended to support new musical genres and offer tailored suggestions according to 

listener tastes and history. A further line of inquiry for the future may be to include user input to better the 

user experience overall and optimise the recommendation system. To provide consumers a more tailored and 

interesting experience, the algorithm may also be used for domains other than music, including movie or TV 

programmes suggestions. 
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