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ABSTRACT- The escalating urban population in India has given rise to a surge in traffic congestion within 

cities, posing challenges for ambulances to navigate through densely populated streets. This issue is 

exacerbated by a general lack of public awareness regarding the critical importance of yielding to emergency 

vehicles. To address this problem, our research focuses on training the YOLOv8 model for effective 

ambulance identification amidst other vehicles on the road. YOLO, distinguished for its efficacy in object 

detection, notably excels in swift processing speeds and exceptional accuracy. This project emphasizes the 

utilization of YOLOv8, which demonstrates an 84.62% precision, a 75.93% recall, and an F1-score of 79.98% 

for ambulance detection and the application of deep learning methodologies for image segmentation, aiming 

to enhance emergency vehicle navigation in congested urban environments. 

INDEX TERMS- Emergency vehicles, YOLOv8, object detection, deep learning, image segmentation. 

 

I. INTRODUCTION 

The burgeoning urban population in India has given rise to a significant upsurge in traffic congestion within 

cities, posing formidable challenges for ambulances to navigate through densely populated streets. 

Compounding this issue is a pervasive lack of public awareness regarding the crucial importance of yielding 

to emergency vehicles. This is particularly crucial in line with the "Golden Hour" theory, endorsed by the 

World Health Organization, which asserts that transporting road accident victims or heart disease patients to 

healthcare facilities within an hour significantly enhances their chances of recovery by 70 to 80 percent. 

Despite the global adherence to the "Golden Hour" principle, India faces alarming statistics, with 

approximately 168,491 people reported killed in road accidents in 2023, and a disheartening 30% of these 

fatalities attributed to ambulance services experiencing delays.[4] Additional government data indicates that 

more than 50% of heart attack cases arrive at the hospital after significant delays, with traffic congestion being 

a major contributor. 

In response to this critical issue, this research project undertakes the task of training a model to identify 

ambulances amid other vehicles on the road, employing the YOLOv8 model for object recognition. Yolov8,  
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Figure 1. YOLOv8 network structure diagram 

renowned for its efficacy in object detection, stands out as a preferred model architecture and algorithm due 

to its exceptional accuracy and rapid processing speeds. This study focuses on harnessing YOLOv8 for object 

detection and leveraging deep learning methodologies for image segmentation.[2] 

The subsequent sections of this paper are organized as follows: Section II provides a review of the literature, 

while Section III outlines the theory and methodology proposed. Section IV comprises a discussion of the 

results and section V offers the study's concluding remarks. 

 

II. LITERATURE REVIEW 

Object recognition and detection using deep learning, particularly with models like YOLO (You Only Look 

Once), have shown remarkable performance in various real-world applications.[3] However, challenges such 

as image noise, blurring, and rotation jitter significantly impact the accuracy of detection systems, particularly 

in scenarios like traffic detection. 

Studies have addressed these challenges by developing image degradation models that simulate real-world 

shooting conditions.[9] By combining traditional image processing methods with deep learning methodologies 

utilizing YOLO networks, researchers have been able to evaluate the effects of different degradation models 

on object detection accuracy. These studies highlight the importance of robust models capable of handling 

image degradation for tasks like traffic detection in real scenes. 

In the context of smart city applications, like parking capacity utilization, the use of deep neural networks 

requires fine-tuning to adapt to specific scenarios.[1] While existing models for object detection like YOLO 

offer good precision and real-time performance, customization with proprietary data can lead to further 

improvements in accuracy and efficiency. 

Recent progress has resulted in the creation of adapted deep object detection models utilizing architectures 

such as YOLOv5 and YOLOv8. These models aim to detect objects of different sizes, including large, small, 

and tiny objects like vehicles.[13] An approach entails incorporating a multi-scale mechanism to autonomously 

learn discriminative feature representations at various scales. This alteration not only decreases the number 

of trainable parameters in comparison to the original YOLO-v5 architecture but also notably enhances 

precision. For instance, experiments have shown marginal parameter reduction and enhanced detection speed, 

with notable improvements in tiny vehicle detection performance.[5] 

In light of these developments, there is a need for further research to enhance object recognition systems based 

on YOLO v8. This includes exploring novel techniques to optimize model architectures for specific smart city 

applications and evaluating performance on diverse datasets.[5] By building upon existing literature and 

leveraging advancements in deep learning, future studies can contribute to the continued evolution of object 

recognition technologies for smart city environments. 
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III. THEORY AND METHODOLOGY 

The YOLO network maintains a significant advantage in speed over other networks in the one-stage category. 

Furthermore, it has shown comparable performance to state-of-the-art methods while preserving accuracy, 

leveraging the global context of the input image for predictions.[3] Hence, our proposed model is based on the 

YOLOv8 architecture as its foundation. 

An inherent strength of YOLOv8 lies in its ability to accurately identify and locate objects within an image, 

addressing a wide range of object sizes and categories. Unlike its predecessor YOLOv5, YOLOv8 is not 

constrained to specific object categories or contexts. This makes it adaptable to diverse real-world applications 

such as security, surveillance, autonomous vehicles, and smart city implementations.[2] Moreover, YOLOv8 

boasts improvements in precision and recall, ensuring a more reliable and accurate detection process. The 

enhanced multi-scale mechanism of the model contributes to better feature discrimination at various scales, 

ultimately enhancing overall performance. 

The utilization of anchor-free detection and novel convolutional layers enhances prediction accuracy in 

YOLOv8. Its notable trait lies in its extensibility, designed as a framework compatible with all preceding 

YOLO iterations.[6] This allows for a seamless transition between models and facilitates performance 

evaluation across versions. Consequently, YOLOv8 stands out as the optimal choice for individuals seeking 

to leverage the latest YOLO advancements while ensuring the continued functionality of their existing YOLO 

models.[7] Moreover, YOLOv8 strikes a better balance between training time and precision. 

 

 

Table 1. Object detection performance comparison (YOLOv8 vs YOLOv5) where the image size is 640. 

 

Average Precision (AP) is a commonly utilized metric for assessing the accuracy of object detectors. It 

measures the area under the precision-recall curve, providing a unified metric that encapsulates both the 

precision and recall performance of the model. 

By computing the average AP values across various object classes, Mean Average Precision (mAP) expands 

upon the notion of AP. 

There are five models in each category of YOLOv8 models for detection, segmentation, and classification. 

Among them, YOLOv8 Nano stands out as the fastest and smallest, whereas YOLOv8 Extra Large 

(YOLOv8x) is recognized for its superior accuracy despite being the slowest. 
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Figure 2. Models Available in YOLOv8 

The model creation process for recognizing ambulances in traffic involves various steps. The first is creating 

the dataset. Before developing an object recognition model, the initial step involves selecting a dataset, 

specifically focusing on cars and ambulances for this project. To train a computer vision model effectively, it 

is imperative to have labeled data for the training process. The accuracy of these labels, or annotations, 

significantly influences the model's performance, with higher precision achievable through meticulous 

labeling.  

To facilitate this process, we configured the environment. This setup ensures that the necessary tools and 

dependencies are in place, laying the foundation for subsequent stages in the development of the object 

recognition model. Creating a dataset involves further two steps, downloading images and annotating the data. 

 

 

Figure 3: Types of data annotations. 

 

We proceed to acquire the images for our dataset. This step involves downloading the necessary visual data 

to construct a comprehensive dataset for training the object recognition model. 

Annotated images are text files derived from regular images, wherein each file corresponds to an image 

containing a single object of interest. The annotation format consists of a single row of digits. 
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Figure 4. Structure of the annotation format. Here, "a" represents the class label, while "b," "c," "d," and "e" 

denote the bounding box coordinates. 

 

Annotating images allows the precise identification of object classes and the definition of corresponding 

bounding box dimensions. The annotation process is crucial for providing labeled training data, enabling the 

model to learn and recognize the specified objects accurately. 

 

 

Figure 5: Labelling the different classes in the image. 

 

After creating the dataset, the next crucial phase is preparing YOLOv8 for deployment. This is achieved by 

executing a set of commands that initialize and configure the YOLOv8 model. These commands play a pivotal 

role in defining the model architecture, loading the dataset, and configuring various parameters necessary for 

training and inference. The proper setup ensures that the YOLOv8 model is ready to be trained on the provided 

dataset, facilitating effective object detection based on the specified classes, such as ambulances in a traffic 

scenario. 

Following the setup of YOLOv8, the next step involves training the model to recognize objects, particularly 

ambulances in this case. During training, the model refines its parameters based on the labeled dataset, 

learning to accurately identify and locate ambulances within images. The training process is iterative and 

involves adjusting the model's weights and biases to optimize its performance. Successful completion of this 

step is essential for the model to achieve high accuracy and effectiveness in subsequent tasks of object 

detection. 

After the training of the model, the next phase is prediction, where the trained YOLOv8 model is applied to 

new images to identify and localize objects. This step is crucial for assessing the model's performance on real-

world data and verifying its ability to generalize from the training dataset to new, unseen examples. The 

prediction results provide insights into the model's effectiveness in detecting ambulances within diverse image 

contexts. 
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IV. RESULTS AND DISCUSSION 

Initially, the presentation of labels serves as an outcome that elucidates the object classes and defines the 

corresponding bounding box dimensions. This representation is a direct consequence of the annotation 

process, a pivotal step in furnishing labeled training data. This annotated data is instrumental in facilitating 

the model's learning process, ensuring its ability to accurately recognize and categorize specified objects. 

 

Figure 6. Labels of the object classes used in the model for training. 

 

 

 

 

 

 

Figure 7. Batch-wise training 

Batch-wise training in YOLOv8 updates the model's parameters using a subset or batch of training samples 

rather than the entire dataset in a single iteration. This approach helps improve the efficiency of the training 

process by reducing computational demands and memory requirements.                            

During each training iteration, a batch of images and their corresponding annotations are processed through 

the neural network, and the model's parameters are updated based on the computed loss. The use of batches 

allows for parallel processing of multiple samples, enabling faster convergence and effective utilization of 

available computational resources. 

Finally, after the completion of the model training and evaluation process, predictions of the model regarding 

the presence or detection of ambulances within the given input dataset have been obtained. As seen in Figure 

8, these results are important for assessing the performance and efficacy of the developed model in the context 

of ambulance detection. 
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V. CONCLUSION 

In this paper, a model to detect ambulances using YOLOv8 is proposed, following the meticulous phases of 

dataset preparation, model configuration, training, and subsequent prediction. The results, presented in the 

form of images, serve as a visual testament to the YOLOv8 model's adeptness in successfully detecting 

ambulances, with a precision of 84.62%, a recall of 75.93%, and an F1-score of 79.98%. The images vividly 

showcase the model's precision in identifying and highlighting specified objects within a diverse array of 

image scenarios. This project also emphasizes the practical importance of the developed model in real-world 

situations, particularly in addressing challenges related to ambulance detection in diverse and dynamic 

environments, thereby fulfilling the objectives. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Ambulance is detected among other vehicles on the road according to the various object classes 

provided to the model 
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