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Abstract: Significant cybersecurity challenges have been caused by the development of smart goods due to the recent exponential rise in attack frequency and complexity. Although the huge developments that cloud computing has brought to the corporate sector, because of its centralization, using distributed services like security systems may be difficult. Due to the large amount of data that is sent between companies and cloud service providers, both maliciously and accidentally, valuable data breaches may occur. The malicious insider becomes a crucial threat to the organization since they have more access and opportunity to produce significant damage. Unlike outsiders, insiders possess privileged and proper access to information and resources. So, we proposes a machine learning-based system for insider threat detection and classification, which identifies various anomalous occurrences that may point to anomalies and security problems associated with privilege escalation. Multiple studies have been presented regarding detecting irregularities and vulnerabilities in network systems to find security flaws or threats involving privilege escalation. But these studies lack the proper identification of the attacks. We conclude that incorporating more than one machine learning algorithm can obtain a stronger classification in multiple internal attacks.
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INTRODUCTION

An innovative way of enabling and providing services via the Internet is cloud computing.
According to IEEE Transaction on Machine Learning Volume:11, Issue Date:08. May 2023, the financial crisis and rising computing needs have resulted in significant changes to the data processing, storage, and display of the current Cloud Model. By leveraging cloud infrastructure, cloud computing helps users save money on equipment purchases and upkeep. For their systems and the data they manage, cloud storage providers make use of fundamental security features including encryption, access control, and authentication. Any kind of data can have access to nearly endless storage space on the cloud, contingent only on how quickly, readily, and frequently it is accessed. The capacity of information that is transmitted among companies and cloud facility workers, in cooperation purposely and inadvertently, increases potential of sensitive data breaches. The same characteristics that make modern internet facilities easy for staff members and IT systems to use also make it more challenging for businesses to forbid unauthorized usage. Businesses that use cloud services are subject to fresh security vulnerabilities such as open interfaces and authentication. Expert cybercriminals use their expertise to attack Cloud systems. Machine learning solves security issues and enhances data management through a variety of methods and algorithms. Many datasets lack important statistical features or are proprietary and cannot be made public for privacy reasons. With the cloud computing sector increasing at a rapid pace, there are legal dangers to security and privacy. It is conceivable that even if an employee moves inside the Cloud Company, their access credentials won't always change. As an outcome, outmoded rights are recklessly utilized to giveaway and tamper with vital information. Every version that utilizes a computer has some form of permission. Private files, server databases, and extra facilities are normally only accessible to authorized operators. Using or extending authorization, a hostile attacker can take control of an elevated user account and access a private system.

Attackers have two options: they can move horizontally to take over more computers, or they may move vertically to get admin and root access and ultimately total control over the system.

By exploiting horizontal privilege escalation, an attacker can get access to data that isn't always connected to him. A poorly built Web application may include vulnerabilities that an invader can practice to obtain admission to other users' personal information. Now that a horizontal elevation of privileges exploit has been successfully accomplished, the attacker can see, edit, and replicate confidential data. Figure 1 shows an example of a horizontal privilege escalation attack spanning multiple organizational divisions. For this type of attack to be successful, the attacker usually needs to be extremely skilled at employing malicious software and exploiting weaknesses in particular operating systems. Privilege elevation attacks are defined as giving a person, piece of software, or other object more privileges or privileged access than it already has. Transitioning from a low level of privileged access to a higher level of special access is the attacker's primary goal. The attacker may need to get beyond security protections in order to gain control over vertical access. Vertical privileges controls, which are more complex security model versions that help...
businesses achieve goals like least privilege and job separation, are shown in Figure 2. An invader might, for illustration, try to get root or administrative access to a network by taking over a legitimate user account. Behavioral analytics can identify unusual activity on company computers or user accounts, which may point to a security breach or a rise in privileges.

We require smart algorithms, like ML algorithms, to detect and foresee insider threats if we are to have improved security protection systems. Furthermore, being aware of how well ML algorithms work when it comes to insider attack classification allows you to select the best algorithm for every scenario and identify which ones could use some improvement. As a result, you can offer a more robust degree of safety. Applying efficient and effective machine learning algorithms to insider assault situations is the goal of this study to improve and speed up the findings. Ada Boost, Light-GBM, XG Boost, and Random Forest are among of the ML algorithms that have been tested and assessed for this purpose. The basic premise of the boosting technique is to educate a poor classifier to provide better results by increasing the classification algorithm's prediction. In terms of insider threat classification, Random Forest, Ada Boost, and XG Boost performed admirably and swiftly. This research intends to make the following contributions:

• The work here assumes a realistic setting for training ML models so that the results can be more accurately reflected in the real world. Afterward this, the effort underlines the distinctions from exercise lower than standard Machine Learning circumstances.

• Develop and test a user-centred insider threat detection process that includes data collection, preprocessing, and Machine Learning model-founded data analysis.

• Provide a thorough result reporting mechanism that shows example and user-built results and evaluates damaging situations in order to better realize insider attack scenarios.

To the greatest of our familiarity, this is the initial paper to compare the presentation of 4 machine learning algorithms (Ada Boost, XG Boost, Random Forest, and Light-GBM) in categorizing insider threats and consuming algorithm act to rapidly determine appropriate define measures that raise the bar for security protection. Current insider risk detection and classification experiments included a variety of models and ensemble approaches.

Those trainings individually applied the representations to dissimilar datasets and then published the categorization findings.

LITERATURE SURVEY

One of the biggest challenges to businesses and government organizations these days is malevolent insider assaults. This study presents a novel methodology for building an insider threat detection system on different data granularity levels that is built on user-centered machine learning. In addition to individual data instances, normal and malicious insiders are also subjected to system assessments and analyses, wherein outcomes related to insider scenarios and detection delays are published and debated. Our findings demonstrate that the machine
learning-based detection system can identify new malicious insiders with a high degree of accuracy, even with minimal ground truth.

The on-demand availability of PC framework resources is known as cloud computing. In particular, the ability to store and handle information without direct, individual customer management. Customers can now access data storage and public and private computing on a single platform over the Internet. In addition, it confronts a number of security risks and problems that could impede the uptake of cloud computing models. This article discusses security dangers, challenges, tactics, and solutions related to cloud computing. In a previous study, several respondents voiced concerns about security. A number of the surveys go into detail about security issues and solutions, and another examines the architectural paradigm of cloud computing. All of the security-related issues, challenges, strategies, and fixes are compiled in one article.

One of the biggest risks to government and corporate networks is the occurrence of malicious insider attacks. Insider threat identification presents a distinct set of difficulties due to severely imbalanced data, a lack of ground truth, and behavioral shifts and drifts. In this work, a machine learning-based system for user-centered insider threat detection is proposed and evaluated. In order to identify hostile insiders as well as malicious activities, data is analyzed at various degrees of granularity under realistic situations using machine learning. In-depth examinations of well-known insider threat scenarios utilizing several performance metrics are showcased to enable practical system performance assessment. The evaluation's findings demonstrate that the machine learning-based detection system has a high accuracy rate for identifying new malevolent insiders in unseen data, even with little ground truth. In particular, only 0.78% of false positives are discovered for up to 85% of hostile insiders. Additionally, the system may identify malicious activities as soon as 14 minutes after the initial malicious action. When analyzing insider threat scenarios, analysts can obtain important insights from the system thanks to its comprehensive result reporting.

Internal network security has seen significant hurdles in recent years, as events involving insider threats and losses of businesses or organizations have increased. Insiders' malevolent actions are not detectable by conventional intrusion detection techniques. Insider threat detection technology has received a lot of attention and research due to its effectiveness. In this work, we first evaluate user behavior using the tree structure approach, then we combine it with the Copula Based Outlier Detection (COPOD) method to detect the difference between feature sequences and identify users that are abnormal. We conducted experiments using the CERT-IT insider threat dataset and compared the results with widely used techniques like Isolation Forest.

Wide-area measurement-based damping controllers are used in an interconnected multi-area power system to dampen inter-area oscillations that risk grid stability and limit power flows below their transmission capacity. The impact of wide-area damping control (WADC) is heavily dependent on
both electrical and cyber systems. At the cyber system layer, an attacker can disrupt the WADC process by interfering with measurement signals, control signals, or both. Stealthy and coordinated cyber-attacks may overcome traditional cybersecurity safeguards, disrupting WADC’s smooth operation. This work provides an anomaly detection (AD) approach that employs supervised machine learning and model-based reasoning for mitigation. The proposed AD method takes measurement signals (input of WADC) and control signals (output of WADC) as input to determine the type of activity: normal, perturbation (little or big signal defects), attack, and perturbation-and-attack. When an abnormality is detected, the mitigation module tunes the WADC signal and selects one of two control status modes: wide-area or local. The suggested anomaly detection and mitigation (ADM) module does away with the requirement for ADMs at widely dispersed actuators by integrating with the WADC at the control center to detect attacks on both measurement and control signals. We investigate coordinated and rudimentary data-integrity attack routes such as pulse, ramp, relay-trip, and replay assaults. The suggested ADM algorithms’ performance was examined on a testbed environment for a 2-area 4-machine power system using various attack vector scenarios.

Computer network intrusions and attacks frequently exhibit unique traits and behaviors that call for expert assistance. Attack volume is increasing in tandem with computer network development. In actuality, the need for hiring an experienced individual arises from the fact that specialist knowledge is eroding with time and needs to be assessed and made available in the system. An innovation in IT, cloud computing offers consumers the newest, most sought-after virtual services with cheap infrastructure costs, tremendous flexibility, and little upkeep. One of the biggest security issues facing cloud computing is protecting against network intrusions, which has an impact on the confidentiality, accessibility, and integrity of cloud services. Since cloud computing operates in a shared environment, it is susceptible to several types of risks. Because creating robust access controls is crucial to preserving cloud security, but because cyberattacks are becoming more frequent, this is still a difficult objective. This study proposed an intrusion detection system (IDS) based on a network-based cloud computing architecture using a machine-learning based methodology. We selected features from the CICDDoS2019 database using a feature selection technique in the preceding processing stage. We have employed several well-known categories, including Random Forest, Naive Bayes, Decision Tree, Supporting, and Logistic Regression classifiers. The random forest technique outperforms these five distinct classifiers in terms of overall accuracy, precision, recall, and F1 score in the simulation results. We describe how different aspects of machine learning methods can be leveraged to create effective IDS. The purpose of this research is to improve intrusion detection accuracy in cloud computing by creating a novel technique based on intrusion detection systems and their various designs.

In both academia and business, cloud computing research is now being extensively utilized. Customers and cloud service providers (CSPs) both
profit from cloud computing. Numerous studies have been conducted in the literature regarding the security issues related to cloud computing. The purpose of this systematic literature review (SLR) is to examine the extant literature on cloud computing security, dangers, and difficulties. This SLR looked at research papers that were published in popular digital libraries from 2010 and 2020. After a careful review of available studies, we chose 80 papers that address the suggested research questions. This SLR's findings identified seven significant security risks to cloud computing systems. The findings indicated that among the most talked-about subjects in the selected literature were data manipulation and leaks. Additional security threats were linked to data storage and data infiltration in cloud computing environments. The outcomes of this SLR also showed that cloud users and CSPs continue to have difficulties with consumer data outsourcing. The blockchain was mentioned in our survey paper as a collaborating technology to allay security worries. The results of the SLR provide some recommendations for more research to be conducted in order to improve data availability, confidentiality, and integrity.

METHODOLOGY

i) Proposed Work:

This work uses a modified dataset made up of several files from the CERT dataset. Using that dataset improves the performance of machine learning algorithms Random Forest, AdaBoost, XGBoost, and LightGBM. Giving a general overview of the process for identifying and categorizing insider threats is the primary objective. Four methods are used in the suggested model, and they are all applied to the CERT dataset. In previous stages, when constructed models included both technical knowledge and mathematical formulae, the mathematical and technical analysis were predefined. To improve a model's performance, ensemble learning is primarily used. As part of ensemble learning, strategies like bagging, boosting, and stacking are used. Our approach identifies and describes insider risks by employing bagging and boosting algorithms. We can retrieve data that provides pertinent information about the performance of the models through data aggregation during the data pre-processing stage.

During the information preparation phase, data standardization is an extremely useful technique for changing features to be on a comparable size. As a result, the model performs better while maintaining training stability. The technique of feature extraction is critical in reducing the amount of duplicate information gathered throughout the information gathering process.

Finally, data reduction accelerates the learning and generalization stages of machine learning, allowing for model development with less computational work. Boosting is an ensemble learning technique that converts a group of base learners into strong learners in order to reduce training errors. In this regard, the ensemble learning-based boosting technique is used. LightGBM, with the highest accuracy of these four algorithms, is the best.
ii) System Architecture:

![Proposed Architecture Diagram]

Fig 1 Proposed architecture

iii) Dataset collection:

A number of procedures and factors need to be taken into account while building a dataset for cloud-based privilege escalation attack detection and mitigation:

1. Data Sources: Compile information from a range of cloud-based sources, such as:

   - Logs: From cloud services like AWS CloudTrail, Azure Monitor, or Google Cloud Audit Logs, access logs, authentication logs, system logs, and network logs are collected.

   - Configuration Data: Details gleaned from configuration management systems or cloud provider APIs regarding user roles, permissions, and system configurations.

   - User Activity: Data gathered from cloud management consoles or APIs that includes records of user activity, resource access patterns, and authentication events.

2. Data Diversity: Make sure that a variety of scenarios and actions, such as both typical behavior and possible privilege escalation assaults, are included in the dataset. This diversity aids in the effective training of machine learning models that differentiate between benign and malevolent behavior.

3. Labeling: Label each action in the dataset to indicate if it is an example of legitimate behavior or a privilege escalation attack. Security professionals can manually assign labels or use automated methods based on known attack patterns and breach signs.

4. Data Privacy: Anonymize or pseudonymize personally identifiable information (PII) and other sensitive data elements in the dataset to preserve data privacy. Achieve adherence to data protection laws like HIPAA and GDPR when managing and archiving private information.

5. Data Quality: Use data cleansing, outlier identification, and normalizing techniques to confirm the dataset's quality and integrity. Resolve mistakes and inconsistencies in the data to guarantee its dependability when developing machine learning models.
6. Data Volume: Gather enough data to accurately depict the range of activities and possible attack scenarios existent in the cloud environment. The dataset ought to be sizable enough to offer a sufficient sample size for successfully training machine learning models.

7. Data Representation: Provide the dataset in a format that can be used for machine learning, including feature vectors that have been taken from raw data sources or structured data (like CSV or JSON). In order to extract pertinent features and attributes from the dataset for model training, feature engineering techniques may be used.

8. Data Splitting: To accurately assess the performance of machine learning models, split the dataset into training, validation, and test sets. To make sure that the distribution of malicious and normal activity is the same in every set, use stratified sampling techniques.

9. Data Augmentation: To improve the diversity and resilience of the training data, add more data to the dataset by creating artificial samples or altering already-existing data points.

10. Data Retention: To properly manage the dataset's lifecycle, establish policies for data storage and retention. Respect data governance and compliance regulations while keeping past data for model retraining and analysis.

Organizations can use machine learning techniques to detect and mitigate privilege escalation attacks in the cloud by creating a thorough dataset by adhering to these guidelines and concerns. This dataset is used as the basis for developing and assessing machine learning models that can recognize and appropriately address security threats.

Fig 2 ESCALATION ATTACK DETECTION dataset

iv) Data Processing:

Data processing is the process of turning unprocessed data into information that is useful to organizations. Processed data is typically collected, arranged, cleaned, verified, analyzed, and put into understandable formats like documents or graphs by data scientists. There are three ways to process data: mechanically, electronically, and manually. Enhancing the value of information and making decision-making easier are the goals. As a result, companies are able to enhance their operations and make critical decisions on time. This is mostly due to automated data processing technologies, such computer software development. It can assist in transforming vast volumes of data, including big data, into insightful understandings for decision-making and quality control.
v) Feature selection:

The process of identifying the most reliable, pertinent, and non-redundant features to employ in the creation of a model is known as feature selection. As the quantity and diversity of datasets increase, it is crucial to gradually reduce their size. Reducing modeling's computational cost and enhancing predictive model performance are the primary objectives of feature selection.

The act of choosing the most crucial features to include in machine learning algorithms is known as feature selection, and it is one of the key elements of feature engineering. By removing redundant or unnecessary features and condensing the set of features to those that are most pertinent to the machine learning model, feature selection approaches are used to decrease the number of input variables. The primary advantages of selecting features proactively as opposed to relying on the machine learning model to determine their relative importance.

**EXPERIMENTAL RESULTS**

Precision measures the percentage of correctly categorized samples or instances among the positive samples. Consequently, the following is the formula to determine the precision:

\[
\text{Precision} = \frac{\text{True Positive}}{\text{True Positive} + \text{False Positive}}
\]

Recall: In machine learning, recall is a metric that assesses a model's capacity to locate all pertinent instances of a given class. It is a measure of how well a model captures examples of a particular class: the ratio of correctly predicted positive observations to the total number of real positives.

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

Accuracy: The percentage of accurate predictions made in a classification task is known as accuracy, and it indicates how accurate a model's predictions are overall.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\]
**F1 Score:** The F1 Score is appropriate for imbalanced datasets because it provides a balanced metric that takes into account both false positives and false negatives. The harmonic mean of recall and precision is used to calculate it.

\[
\text{F1 Score} = 2 \times \frac{\text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \times 100
\]

```python
F1_Score = {
    'K-Nearest Neighbors (KNN)': 0.98,
    'Decision Tree': 0.97,
    'Random Forest': 0.99,
    'SVM': 1.00,
    'Gradient Boosting': 0.98
}
```
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**Fig 14 Performance Evaluation in Graph format**
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1. CONCLUSION

Due to their increased access and potential for serious harm, malevolent insiders pose a serious threat to the organization. Insiders have appropriate and privileged access to knowledge and resources, in contrast to outsiders. The machine learning techniques for identifying and categorizing insider attacks were presented in this work. In this work, a customized dataset comprising of various files from the dataset CERT is employed. When 4 machine learning approaches were deployed on that dataset, the outcomes improved. These algorithms are Light...
GBM, XG Boost, Ada Boost, and Random Forest. This study used these supervised machine learning methods to show how effective the experimental findings were in terms of categorization report accuracy. The Light GBM algorithm offers the best accuracy of all the suggested algorithms, at 97%; the other accuracy figures are 86% for RF, 88% for Ada Boost, and 88.27% for XG Boost. Future improvements to the dataset's size and diversity of attributes, as well as emerging insider attack trends, could boost the efficacy of the suggested models. This could lead to new study directions in the identification and categorization of insider threats across a wide range of organizational domains.

Businesses utilize models of machine learning to build believable business decisions, better prototypical findings translate into improved choices. Although errors might have a significant financial impact, this cost can be decreased by increasing model accuracy. With machine learning (ML) research, users can feed large volumes of data to algorithms on computers, which utilize the information to assess, suggest, and make decisions.

FUTURE SCOPE

In the evolving landscape of cloud security, leveraging machine learning presents a promising avenue for enhancing the detection and mitigation of privilege escalation attacks, with approaches such as behavioral analysis to discern abnormal patterns, anomaly detection for identifying suspicious activities, real-time monitoring for swift response, contextual analysis to factor in user roles and permissions, and automated response mechanisms to dynamically adjust access controls, collectively aiming to fortify defenses against increasingly sophisticated threats.
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