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Abstract:  
Stress disorders are a common issue among working IT professionals in the industry today. With changing 

lifestyle and work cultures, there is an increase in the risk of stress among the employees. Though many 

industries and corporations provide mental health related schemes and try to ease the workplace atmosphere, 

the issue is far from control. In this paper, we would like to apply machine learning techniques to analyze 

stress patterns in working adults and to narrow down the factors that strongly determine the stress levels. A 

questionnaire is one of the most used methods for detecting stress. This technique relies primarily on the 

individual’s responses. In this technique we can leverage use of the word cloud. The dataset contains text 

messages or documents that are labeled as either stressed or non stressed. Automatically detecting stress can 

lower the likelihood of the stress problems and improve society’s well being. Image capturing is automated so it 

collects photographs whenever a typical behavior occurs. With the help of facial emotion recognition we can 

analyze the stress. However we consider the stress detection as a “Problem Detection” but our goal is to furnish 

the “Solution for the Problem '' as well. Proposed system is capable of detecting stress and providing 

remediation. 
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Introduction: 

In contemporary times, the IT industry stands at the forefront, setting new standards in the market through the 

introduction of innovative technologies and products. However, alongside these advancements, employee stress 

levels have emerged as a significant concern. Despite the availability of mental health benefits in many 

companies, the issue remains largely unaddressed. This study endeavors to delve deeper into this topic by 

examining stress patterns among working employees in various businesses. 

Stress is widely acknowledged as a significant contributor to physical ailments, with cautious estimations 
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attributing 50-80% of all illnesses to stress. Medical literature often identifies stress as a leading cause of 

cardiovascular disease, with links to various other health conditions including diabetes, ulcers, asthma, migraine 

headaches, skin problems, epilepsy, and sexual dysfunction. Many of these disorders are deemed 

psychosomatic, meaning they are induced or exacerbated by mental factors such as stress. 

The impacts of stress can manifest in various ways, encompassing subjective, behavioral, and cognitive 

dimensions. Subjective symptoms may include feelings of guilt, humiliation, anxiety, anger, and frustration, as 

well as physical sensations like fatigue, tenseness, nervousness, irritability, moodiness, or loneliness. 

Behavioral impacts may be observable through increased accidents, drug usage, and alcohol consumption. 

Additionally, cognitive effects of stress may lead to a decline in mental ability, impaired judgment, impulsive 

decisions, forgetfulness, and hypersensitivity to criticism. 

A proactive approach to stress detection and management holds immense potential for timely intervention and 

tailored support. Stress prediction not only facilitates early detection and personalized intervention in healthcare 

settings but also has implications for optimizing work environments in occupational settings. Furthermore, it 

can inform public health initiatives and policy decisions, ultimately contributing to the improvement of well-

being and resilience in individuals and communities alike. 

 
Literature Survey: 

1. Stress Detection with Machine Learning, Aman Kharwal, 20th December, 2021. 

The authors would like to apply machine learning techniques to analyze stress patterns in working adults 

and to narrow down the factors that strongly determine the stress levels. Towards this, data from the 

Kaggle stress was considered. Various Machine Learning techniques were applied to train our model 

after due data cleaning and preprocessing. The accuracy of the above models was obtained and studied 

comparatively. Model building is performed by the Bernoulli Naive Bayes algorithm, which is one of the 

best algorithms for binary classification problems like if there is “Stress” or “No Stress” by taking help 

of Word Cloud technique. 

 

2. Machine Learning Unlocks Insights For Stress Detection, Kajal Kumari, 12 Jul, 2023. The authors aim 

to utilize machine learning methodologies to examine stress patterns among employed adults and 

identify the key factors influencing stress levels. To achieve this objective, data from the Kaggle stress 

dataset was utilized following thorough data cleaning and preprocessing. Several machine learning 

techniques were employed to train the model, and their respective accuracies were compared. Model 

construction was carried out using the natural language processing toolkit, recognized as one of the 

top algorithms for addressing binary classification problems such as distinguishing between "Stress" 

and "No Stress" states. 

 

 

3. IT Professionals Stress Detection By Image Processing Using Deep Learning, A.PriyaDharshini , 

Mrs.P.Jasmine Lois Ebenazer , Mrs.S.CyciliyaPearlineChristy and Mrs.S.Cephas Department of 

Computer Applications, Sarah Tucker College, Thirunelveli-7. To classify stress, machine learning 

algorithms such as KNN classifiers are used. The employee's image is snapped by the camera, which 

serves as input, and image processing is used at the initial step for detection. Image processing is used to 

improve an image or extract relevant information from it by converting the image to digital form and 

executing operations on it. By taking an image from video frames as input, and producing an image 

or attributes related to the image as output. The three phases that make up image processing. 
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4. Stress Detection Using Facial Expression, Narayan Dev Gambhir ,Department of Computer Science & 

Information Technology, Meerut Institute Of Engineering & Technology. This project employs deep 

learning to detect and interpret facial expressions, aiding in understanding users' sentiments like stress 

or enjoyment. Applications range from customer service to healthcare, where it can discern emotions 

for tailored responses and pain detection in non-verbal patients. It's also beneficial for social media 

stress detection and enhancing virtual reality experiences with lifelike animated characters mimicking 

real expressions. 

 

 
5. Stress Detection Using Machine Learning and Image Processing Mahesh Kanthale, PCET's Nutan 

Maharashtra Institute Of Engineering And Technology, Institute Of Technology In Talegaon Dabhade, 

Pune, Maharashtra, India. The rise of social media platforms has provided a rich dataset for identifying 

common traits among depressed individuals, facilitating the use of machine learning algorithms for 

detection. Accurate classification of depression levels is crucial for determining appropriate 

interventions, particularly for individuals with suicidal thoughts. Machine learning, integrated into 

medical practice, offers enhanced diagnostic capabilities, improving precision and efficiency in mental 

health assessments. The Artificial Intelligence Mental Evaluation (AiME) framework combines human-

computer interaction and deep learning to predict depression levels with satisfactory accuracy. Its user-

friendly interface enables mental health professionals to swiftly identify symptoms and intervene 

preventatively. AiME's integration may mitigate challenges in interpreting subtle biomarkers of 

depression, offering a more objective assessment. This seminar serves to elucidate the efficacy of 

machine learning in depression analysis, highlighting its potential to revolutionize mental health 

diagnostics and intervention strategies. 

 

 
6. Hybrid Algorithm Based on Content and Collaborative Filtering in Recommendation System 

Optimization and Simulation, Lianhuan Li. This paper examines recommendation technologies such as 

content filtering and user collaborative filtering, proposing a hybrid algorithm that combines both 

approaches. By leveraging content filtering's advantages and performing similarity matching for all 

items, even those not yet evaluated by users, early-level issues are avoided. Additionally, the method 

utilizes collaborative filtering's strengths, reducing matrix sparsity and enhancing accuracy with dense 

user rating data. Through integration, system performance is greatly enhanced. The proposed hybrid 

algorithm builds a user feature rating matrix by combining user ratings with item features, addressing 

data sparsity issues. It effectively tackles the "cold start" problem for new projects by predicting user 

interests based on project and user characteristics, enhancing recommendation quality and addressing speed 

bottleneck issues in data sparsity, cold start, and online recommendation. 

 

 

 
Methodology: 

1. Stress detection from personal responses , opinions. 

2. Stress detection using image processing. 

3. Stress remediation solutions. 

 
1. Stress detection from personal responses & opinions: Machine Learning Techniques Used: 

1.A. : Exploratory Data Analysis(EDA) 

Exploratory Data Analysis (EDA) is a crucial step in understanding and analyzing a dataset. It involves 
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visually exploring and summarizing the main characteristics, patterns, and relationships within the data. 

The Matplotlib and Seaborn libraries create a count plot for the “stress” dataset. It visualizes the count of 

stress instances across different subreddits, with the stress labels differentiated by different colors. 

 
plt.figure(figsize=(20,12)) plt.title('Subreddit wise stress count') plt.xlabel('Subreddit') 

sns.countplot(data=stress,x='subreddit',hue='label',palette='gist_heat') plt.show() 

 

Figure.1: Stress Levels 

 

1.B. : Text Preprocessing 

Text preprocessing refers to the process of converting raw text data into a more clean and structured 

format that is suitable for analysis or modeling tasks. It specially involves a Series of steps to remove 

noise, normalize text, and extract relevant features. Here I added all libraries related to this text 

processing. 

 

1.C. : Text Cleaning 

 

● Removing special characters: Remove punctuation, symbols, or non-alphanumeric characters 

that do not contribute to the meaning of the text.Removing numbers: Remove numerical digits if 

they are not relevant to the analysis. 

● Lowercasing: Convert all text to lowercase to ensure consistency in text matching and analysis. 

● Removing stop words: Remove common words that do not carry much information, such as “a”, 

“the”, “is”, etc. 

 
1.D. : Tokenization 

Splitting text into words or tokens: Split the text into individual words or tokens to prepare for further 

analysis. Researchers can achieve this by employing whitespace or more advanced tokenization 

techniques, such as utilizing libraries like NLTK or spaCy. 

 
1.E. : Normalization 

● Lemmatization: Reduce words to their base or dictionary form (lemmas). For example, 

converting “running” and “ran” to “run”. 

● Stemming: Reduce words to their base form by removing prefixes or suffixes. For example, 

converting “running” and “ran” to “run”. 

● Removing diacritics: Remove accents or other diacritical marks from characters. 
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1.F. : Machine Learning Model Building 

Machine learning model building is the process of creating a mathematical representation or model that 

can learn patterns and make predictions or decisions from data. It involves training a model using a 

labeled dataset and then using that model to make predictions on new, unseen data.Selecting or creating 

relevant features from the available data. Feature engineering aims to extract meaningful information 

from the raw data that can help the model learn patterns effectively. 

 
1.G. : Model Evaluation 

Model evaluation is a crucial step in machine learning to assess the performance and effectiveness of a 

trained model. It involves measuring how well the multiple models generalizes to unseen data and 

whether it meets the desired objectives. Evaluate the trained model’s performance on the testing data. 

Calculate evaluation metrics such as accuracy, precision, recall, and F1-score to assess the model’s 

effectiveness in stress detection. Model evaluation provides insights into the model’s strengths, 

weaknesses, and its suitability for the intended task. 

 
1.H. : Model Performance Comparison 

This is a crucial step in machine learning to identify the best-performing model for a given task. When 

comparing models, it is important to have a clear objective in mind. Whether it is maximizing accuracy, 

optimizing for speed, or prioritizing interpretability, the evaluation metrics and techniques should align 

with the specific objective. Consistency is key in model performance comparison. Using consistent 

evaluation metrics across all models ensures a fair and meaningful comparison. It is also important to 

split the data into training, validation, and test sets consistently across all models. By ensuring that the 

models evaluate on the same data subsets, researchers enable a fair comparison of their performance. 

Considering these above factors, researchers can conduct a comprehensive and fair model performance 

comparison, which will lead to informed decisions regarding model selection for the specific problem at 

hand. 

 

 

# Creating tabular format for better comparison tbl=pd.DataFrame() 

tbl['Model']=pd.Series(['Logistic Regreesion','Multinomial NB', 'Decision Tree','KNN','Random 

Forest','Adaptive Boosting']) 

tbl['Accuracy']=pd.Series([acc_lr_tf,acc_nb_tf,acc_dt_tf,acc_knn_tf, acc_rf_tf,acc_ab_tf]) 

tbl['F1_Score']=pd.Series([f1_lr_tf,f1_nb_tf,f1_dt_tf,f1_knn_tf, f1_rf_tf,f1_ab_tf]) 

tbl.set_index('Model') 

# Best model on the basis of F1 Score tbl.sort_values('F1_Score',ascending=False) 

 

 

 

 
Figure.2: Model Comparisons 
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2. Stress detection using image processing: 

The CNN model in the project is built on the LeNet Architecture and extracts a collection of facial 

motions and classifies facial emotions. and the Kaggle facial expression (FER2013) dataset, which has 

seven different human facial expression classes namely: happy, disgust, surprise, sad, afraid, rage, and 

neutral. Convolution Neural Network is used to create a human facial expression recognition system . 

The project's CNN model is based on the LeNet Architecture [17][18] 

In this project firstly we designed our own convocation neural network and after that dataset is used to 

train our neural network model.Machine learning allows computers to function without being explicitly 

programmed. Computers are taught skills such as computer vision, language processing, pattern 

recognition, and so on. We leverage face emotion detection skills in this project by programming it to 

identify particular user emotions through picture or live video processing. After execution of code for 

training purposes , input data is then divided into a couple of directories. The first directory will have all 

of the photos, while the second will hold all of the information on the various sorts of emotions 

[19][20][21]. The Image Processing methodology used to acquire an improved image and extract useful 

information. It is a very effective way for turning a photograph into digital form and then performing 

various operations on it. This is a signal processing method in which the input is a 2D image with values 

ranging from 0 to 255 signifying the corresponding pixel value Preprocessing is a key phase that 

includes numerous strategies such as scaled and cropped pictures to save training time, and pixel 

variations to boost image diversity and eliminate over-fitting. Training of the model comprises many 

CNN filter layers and also Max Pooling layers, as well as pre-processing stages. The images undergoes 

pre-processing here, and after being filtered and pooled via multiple rounds, the model becomes trained. 

The model is trained to identify different expressions in the frontal face .Face is a non rigid object and it 

is difficult to extract its features. Model is trained in such a way which calculates different features of 

the nose, lips, and eyes of different persons. From the live feed or previously stored data, pictures were 

captured in OpenCV. The photos are then transformed to grayscale 48x48 images. The grayscale image 

is then compared to the trained model . To detect the user's faces, this module uses the HaarCascade 

classifier.Many EMOTIONS THAT MAY BE DETECTED FROM a Picture [22][23]. Angry , 

Disgusted , Fearful ,neutral , Happy ,Sad, Surprised. 

CNN: Convolutional neural networks are made up of a number of layers which include an input layer, 

several hidden layers and output layer, of artificial neurons to learn complex and difficult patterns 

[24][25][26]. CNN is used for analyzing visual imagery. It has a specialized method called convolution 

based on mathematical operation which involves the combination of two functions. Third function is 

produced by the two functions. A typical neural network has numerous layers. Every layer consists of 

neurons that are connected with neurons in the layer before it, and every neuron contains its own 

weight. The two layers namely convolutional and pooling layers are two types of layers present in CNN. 

However, similar with other neural networks, A ReLU stands for rectified linear unit layer, and will also 

be present. as well as a completely linked layer.The ReLU layer functions as a function of activation. 

guaranteeing adequate nonlinearity as data goes across each tier in the network.. The Pooling layer is 

in charge of reducing the overall measurement of the Convolved Pattern. The computer power needed 

for processing the data is lowered when the size is reduced. Pooling is classified into two types: average 

pooling and maximal pooling. Convolutional neural networks operate differently because they deal with 

spatial data. Instead of being coupled to every neuron in the previous layer, Neurons present in this layer 

are exclusively coupled to nearby neurons and possess the same weight. The filtering mechanism that 

happens in this type of network is known as convolutional DATASET The dataset used in this project is 

taken from kaggle named FER-2013. This data set having the 48 into 48 picture element grayscale 

frontal facial images of the human faces and it contains the different seven categories of emotions like 

anger or rage, disgust, afraid or fear, happy, surprise, sad, and neutral so in this data set we have around 
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28709 grayscale photos for the training phase and in the test phase we have around 3589 images. 
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In this study, we effectively display a person's diverse emotions by his shifting facial expressions and 

can determine the tension on his face from his expressions. We can use our classifier to live videos or 

streams. First create a virtual environment and it possesses its own dependencies. To recognise frontal 

faces in a video frame, a haar cascade classifier is utilised. This model may be utilised for existing 

videos or that have a live feed from a web camera. Below are some live feed results of our model [27]. 

3. Stress remediation solutions: 

Recommender systems, also known as recommendation systems, are machine learning algorithms that 

use data to recommend items or content to users based on their preferences, past behavior, or their 

combination. These systems can recommend various items, such as movies, books, music, products, etc. 

Different approaches to building recommender systems include collaborative filtering, content-based 

filtering, demographic-based filtering, utility-based filtering, knowledge-based filtering, and hybrid 

approaches. The ultimate goal of recommender systems is to help users find items they will likely enjoy 

and increase user engagement with the application or platform. 

Making recommendations involves two main stages: 

● Candidate generation—creating a subset of products the user might be interested in. 

● Scoring—reducing and sorting a candidate list. 

Large enterprises such as Google, Instagram, Spotify, Amazon, Reddit, and Netflix frequently employ 

them to boost engagement with their platform and users. By collecting user data, Amazon utilizes 

recommendations to propose products to diverse users. For instance, Spotify suggests songs similar to 

the ones you've often played or liked to keep you using their service to stream music. 

 
A cutting-edge video recommendation system harnessing the power of machine learning serves as a 

pivotal tool in addressing employee well-being. The system is meticulously designed to detect signs of 

stress among employees by analyzing their behavioral patterns and interactions with video content. Upon 

detecting stress indicators, the system promptly initiates a data gathering process to ascertain the 

employee's hobbies and interests. Leveraging this information, relevant keywords are extracted and fed 

into the YouTube API, which intelligently retrieves videos tailored to the individual's preferences. These 

curated recommendations serve as a therapeutic outlet, offering a diverse array of content designed to 

alleviate stress and promote relaxation. By seamlessly integrating data-driven insights with personalized 

recommendations, this innovative system not only mitigates employee stress but fosters a culture of 

well-being within the organization. 

 
To achieve the objectives outlined, a hybrid recommendation system would be a suitable choice. A 

hybrid recommendation system combines multiple recommendation techniques to provide more accurate 

and diverse recommendations. In this case, a hybrid system could integrate content-based filtering and 

collaborative filtering methods. 
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1. Content-Based Filtering: This approach recommends items (videos in this case) based on the 

characteristics of the items themselves and the user's preferences. By analyzing the content of the 

videos and extracting relevant features such as keywords, genres, or themes, the system can 

match them with the user's interests and hobbies. This method would be used to generate initial 

recommendations based on the employee's hobbies. 

2. Collaborative Filtering: Collaborative filtering recommends items based on the preferences of 

users with similar tastes. In this context, it could analyze the viewing behavior of other users who 

share similar hobby interests with the stressed employee. By identifying patterns in their viewing 

history and preferences, the system can suggest videos that are likely to appeal to the stressed 

employee. 

 

Integrating both approaches would provide a more comprehensive and personalized 

recommendation experience for the employee. Additionally, the system could continuously learn 

from user feedback and behavior to improve the accuracy of recommendations over time. By 

leveraging a hybrid recommendation system, the organization can effectively address employee 

stress while enhancing user satisfaction and engagement with the platform. The model 

architecture involves learning embeddings for videos in a vocabulary and feeding them into a 

neural network, akin to a continuous bag of word language models. These embeddings convert 

sparse video IDs into dense vectors representing a user's watch history, with averaging 

performing the best among various methods. The network consists of dense layers with ReLU 

activation, learning embeddings alongside other parameters through gradient descent. 

 

YouTube's recommendation system employs two neural networks for candidate generation and 

ranking. The candidate generation network selects a subset of videos from a large corpus based 

on user activity, using collaborative filtering for personalization. The ranking network assigns 

scores to videos using various characteristics, presenting the highest-scoring ones to users. This 

two-stage approach balances personalization with scalability. 

 
Cosine similarity: 

measures the similarity between vectors in a multidimensional space, commonly used in text 

analysis and document similarity assessment. 

 
similarity(x,y) = cos() = x . y / ||x|| * ||y|| 

 
Output: Research opportunities exist to improve recommender systems by addressing 

challenges like latency, cold-start, and sparsity. Design principles include demographic filtering, 

contextual recommendation based on user information, and maintaining separate 

recommendation lists for short-term and long-term preferences. Filtering out obsolete items and 

recommending newer ones can enhance system effectiveness. 

 

Working of Model: 

The model operates through a multi-step process to detect and alleviate stress in employees. Firstly, it employs 

text analysis techniques, such as generating a word cloud, to discern stress-indicative language from comments 

or messages shared by the employee. Concurrently, facial recognition technology is utilized to analyze the 

employee's facial expressions for signs of stress. If stress is identified through either of these methods, the 

model proceeds to the next step. 
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It retrieves the employee's hobbies or interests from their profile or designated database. These hobbies serve as 

valuable indicators of what content may be engaging and enjoyable for the individual. Leveraging this 

information, the model generates relevant keywords derived from the employee's hobbies. 

 
These keywords are then employed to suggest suitable YouTube videos aimed at stress relief and relaxation. The 

model curates a personalized video page featuring content aligned with the employee's interests and designed to 

promote relaxation and well-being. 

 
Finally, the employee is directed to this customized video page, where they can access a selection of videos 

tailored to their preferences. By providing personalized recommendations based on both textual cues and facial 

expressions, the model offers a comprehensive approach to addressing stress in the workplace, promoting 

employee well-being and productivity. 

 
Architecture of System: 

 
Data Input Layer 

| v 

[Text Analysis Module] -----> [Facial Recognition Module] ------ > [Employee Profile Database] 

| | 

| | 

v v 

[Keyword Generation] [YouTube API Integration] 

| | 

| | 

v v 

[Personalized Video Page Generation] -------------- > [User Interface Layer] 

^ 

| 

| v 

[Feedback Mechanism] 

^ 

| 

| 

[Monitoring and Analytics] 
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RESULTS: 
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CONCLUSION: 

 
The application of machine learning techniques in predicting stress levels provides personalized insights 

for mental well-being. By analyzing a variety of factors such as numerical measurements ( blood 

pressure, heart- rate) and categorical characteristics (eg, gender, occupation), machine learning models 

can learn patterns and make predictions on an individual stress level. With the ability to accurately detect 

and monitor stress levels, machine learning contributes to the development of proactive strategies and 

interventions to manage and enhance mental well-being. 

 
We explored the insights from using machine learning in stress prediction and its potential to 

revolutionize our approach to addressing this critical issue. 

 
● Accurate Predictions: Machine learning algorithms analyze vast amounts of historical data to 

accurately predict stress occurrences, providing valuable insights and forecasts. 

● Early Detection: Machine learning can detect warning signs early on, allowing for proactive measures 

and timely support in vulnerable areas. 

● Enhanced Planning and Resource Allocation: Machine learning enables forecasting of stree hotspots and 

intensities, optimizing the allocation of resources such as emergency services and medical facilities. 

● Improved Public Safety: Timely alerts and warnings issued through machine learning predictions 

empower individuals to take necessary precautions, reducingthe impact of stree and enhancing public 

safety. 

 
In conclusion, this stress prediction analysis provides valuable insights into stress levels and their 

prediction using machine learning. Use the findings to develop tools and interventions for stress 

management, promoting overall well-being and improved quality of life. 

 

 
 

FUTURE SCOPE OF WORK: 

1. Integrate the stress detection model with webcams and surveillance cameras. 

2. Implement systems with other public places or private spaces with cameras. 

3. Conduct surveys in particular residential areas for better reach. 

4. Load end user hobbies and extra curricular activities for improved suggestions. 
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