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Abstract:  This article aims to forecast gold prices (GLD) using financial indicators such as the S&P 500 

index (SPX), US Oil Fund (USO), Silver Trust (SLV), and the Euro to US Dollar exchange rate (EUR/USD). 

The target variable GLD and the features SPX, USO, SLV, and EUR/USD are included in the dataset, which 

dates back to January 2, 2008. In order to capture complex interactions within the financial data, we have 

applied a variety of machine learning methods, including decision trees, linear regression, lasso regressions, 

ridge regressions, and random forests. We have also used the most comprehensive set of characteristics to 

predict the price of gold in this article. Kaggle's dataset was used for both testing and training. The COLAB 

notebook was utilized to implement Python programming since it is the greatest tool and has a variety of 

libraries and header files that improve the accuracy and precision of the work. The model has important 

ramifications since it gives analysts and investors a predictive tool to help them make wise decisions. This 

improves risk assessment and portfolio management in the volatile gold market. This concept can also be used 

in the financial sector to assist more intelligent investing strategies. 

 

Index Terms - Data Preprocessing, Random Forest, Decision Tree, Linear regression, Lasso regression, 

Ridge regression, Machine learning, Python 

I. INTRODUCTION 

 

Gold is widely acknowledged as a precious and desirable commodity, and market conditions and other 

economic variables frequently impact its price. Forecasting the price of gold can offer traders, investors, and 

financial organizations important information. Our goal in this study is to create a gold price prediction model 

using historical data on many key variables from a dataset. The dataset used in this study contains information 

on the date and several financial indicators, namely the S&P 500 index (SPX), the price of gold (GLD), the 

price of crude oil (USO), the price of silver (SLV), and the exchange rate between the euro and the US dollar 

(EUR/USD). The data consists of 2,290 entries, each representing a specific date. To analyze and predict the 

price of gold, we employ a combination of exploratory data analysis and machine learning techniques. The 

initial exploration involves visualizing the data using tools such as matplotlib and seaborn, allowing us to gain 

insights into the relationships and patterns among the different variables. Our goal is to forecast the gold price 

in the future using the given features. The R-squared (R2) score, which represents the percentage of the gold 

price volatility that our model can account for, is the assessment metric used to evaluate the correctness of the 

model[1,2,3]. This paper will showcase the process of developing the gold price prediction model, including 

data preprocessing, feature engineering, model training, and performance evaluation. The insights gained from 

this analysis can be valuable for individuals and institutions interested in understanding and forecasting gold 

price movements. Please note that all code used in this report is implemented in Python, utilizing popular 

libraries such as NumPy, pandas, matplotlib, seaborn, scikitlearn, and Stream-Lit for data manipulation, 

visualization, and model building. 

http://www.ijcrt.org/


www.ijcrt.org                                                      © 2024 IJCRT | Volume 12, Issue 3 March 2024 | ISSN: 2320-2882 

IJCRT24A3109 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org j345 
 

II. RELATED WORK  

In [5] literature suggests ANN-PSO hybrid model effectively predicts future gold prices. Study on India's 

gold market (2012-2021) demonstrates high accuracy, highlighting potential for investment forecasting. In [6] 

literature indicates CNN and CNN-RNN hybrid models are explored for predicting gold and silver prices in 

the Indian market (2021-2022). RNN exhibits better performance in gold price prediction.In [7] literature 

highlights the importance of gold price prediction amid economic fluctuations. A study proposes a novel 

approach using periodicity extreme learning machine, analyzing factors impacting gold prices. Machine 

learning techniques, including regression and random forest models, show significant correlation, with random 

forest demonstrating superior predictive accuracy. In [8] Literature examines gold price dynamics and its 

relationship with stock market, crude oil price, exchange rates, inflation, and interest rates. Study spanning 

January 2000 to December 2018, utilizing machine learning algorithms, reveals varying predictive accuracies 

across periods, with random forest and gradient boosting regression showing promising results. 

 

III. MOTIVATION AND OBJECTIVE: 

1.1Motivation: 

The world financial scene is by its very nature dynamic, with many different variables contributing to the 

volatility of asset values. Among these assets, gold stands out as a valuable commodity, often considered a 

safe-haven investment. Investors and analysts seek accurate and reliable methods to predict gold prices, as 

these predictions can significantly impact investment decisions, portfolio management, and risk assessment. 

The motivation behind this research stems from the necessity to develop a robust predictive model for gold 

prices, incorporating a comprehensive set of financial indicators. By utilizing machine learning algorithms and 

leveraging a diverse dataset spanning from January 2, 2008, this study aims to enhance the understanding of 

the complex interactions within the financial markets and, consequently, improve the accuracy of gold price 

predictions. 

of five years. The time series monthly data is collected on stock prices for sample firmsand relative 

macroeconomic variables for the period of 5 years. The data collection period is ranging from January 2010 

to Dec 2014. Monthly prices of KSE -100 Index is taken from yahoo finance. 

1.2Objectives: 

Comprehensive Feature Selection: The primary objective is to identify and incorporate a diverse set of 

financial indicators to build a comprehensive dataset for predicting gold prices.  Data Preprocessing and 

Exploratory Data Analysis (EDA): Efficient data preprocessing involves removing unnecessary features such 

as the date to streamline the dataset which provides a deep understanding of the relationships between different 

variables. Implementation of Machine Learning Algorithms: A variety of machine learning algorithms, 

including decision trees, random forests, ridge regression, lasso regression, and linear regression, are used to 

represent the complex interconnections found in the financial data. This diverse set of algorithms aims to 

uncover patterns and relationships. Utilization of Kaggle Dataset: The research leverages a dataset sourced 

from Kaggle for training and testing purposes. Kaggle provides a rich repository of datasets and fosters 

collaboration among data scientists, making it an ideal platform for obtaining a diverse and reliable dataset for 

model development. Significance for Investors and Analysts: The ultimate objective of this research is to 

provide a predictive tool that empowers investors and analysts with reliable insights into future gold prices. In 

summary, this research aspires to contribute to the financial sector by developing a predictive model that not 

only enhances the understanding of gold price dynamics but also serves as a practical tool for making informed 

investment decisions in a volatile market environment [4]. 
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IV. MATERIALS AND METHODS 

2.1  WORKFLOW: 

As new factors are discovered, the criteria used to predict gold price are continually reevaluated. Regulatory 

bodies are developing standards and guidelines for predicting gold price. This research aims to identify a 

machine learning model that can accurately forecast the price of gold using the provided dataset. It should be 

possible for the model to accurately classify the dataset into actual and anticipated values. 

 
Figure-1: Workflow Diagram 

2.2 ENVIRONMENT USED FOR CODING 

Jupyter Notebook: Jupyter Notebook is an interactive web-based tool widely used for data science and 

scientific computing. It lets users write and share papers with live code, graphics, and explanations in a 

variety of programming languages, such as Python, R, and Julia. With its user-friendly interface, Jupyter 

Notebook facilitates seamless collaboration and iterative development in a flexible and dynamic 

environment. Its integration of code and multimedia elements makes it a popular choice for data analysis, 

machine learning, and educational purposes. 

2.3 DATASET USED 

The dataset used in this study provides valuable insights into the dynamics of gold prices and includes 

relevant financial indicators. The data consists of 2,290 entries, each representing a specific date. Let’s delve 

into the details of the dataset and its columns: 

1. Date: This column captures the date of each recorded entry, representing the timeline of the data 

collection.  

2. SPX: The values of the S&P 500 index, a commonly used indicator of how well the US stock market is 

performing, are displayed in the SPX column. Gold prices are susceptible to fluctuations in the stock 

market, which makes this signal a crucial aspect to take into account. 

3.  GLD: The price of gold is indicated in the GLD column. Our main objective is to forecast this target 

variable using the other information in the dataset. Variations in gold prices can be caused by a variety 

of variables, including economic conditions, geopolitical events, and market mood. 

4.  USO: The USO column provides information on the price of crude oil. As oil prices and gold prices are 

often influenced by similar macroeconomic factors, including inflation and global economic stability, 

this feature can potentially contribute to the prediction of gold prices. 

5.  SLV: The SLV column contains the price of silver. Silver, like gold, is considered a precious metal and 

shares similar market dynamics. The price of silver can provide additional insights into the overall trends 

in the precious metals market. 
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6.  EUR/USD: The exchange rate between the US dollar and the euro is shown in the EUR/USD column. 

Currency exchange 

The data types of the columns are predominantly numeric, with the exception of the Date column, which 

is of object type. The dataset does not contain any missing values, ensuring the integrity and 

completeness of the data. Rates can have an impact on gold prices, as changes in exchange rates can 

affect the demand for gold in different regions. 

 

The data types of the columns are predominantly numeric, with the exception of the Date column, which 

is of object type. The dataset does not contain any missing values, ensuring the integrity and completeness 

of the data. By analysing this dataset, we aim to uncover relationships and patterns among the variables and 

develop a robust predictive model for gold price forecasting. Leveraging advanced machine learning 

techniques and exploratory data analysis, we will explore the potential influence of these financial indicators 

on the price of gold and provide valuable insights for stakeholders in the financial industry. 

 

 
 

Figure-2: Dataset 

 

2.4 DATA PREPROCESSING AND EXPLORATION 

Missing Values: We used df.isnull(). sum() to search the dataset for any missing values in order to verify 

data integrity. Thankfully, there were no missing values discovered, giving us confidence in the dataset's 

completeness. 

 
Statistical Summary: We obtained a statistical summary of the dataset using df.describe(). This summary 

provided us with essential statistical measures such as mean, standard deviation, minimum, maximum, and 

quartile values for each numeric column, giving us a comprehensive understanding of the data distribution. 

 
Figure-3: Data Description 
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2.5 DATA ANALYSIS & VISUALIZATION: 

To gain insights from the dataset and make predictions on gold prices, we performed a comprehensive 

analysis using various techniques and models. Let’s explore the steps involved in the analysis and prediction 

process: 

Shape: We first examined the shape of the dataset using the df.shape() command, which revealed that the 

dataset contains a total of [number of rows] entries and [number of columns] columns. 

 

 
 

Info: Important details about the dataset, including as the memory use and data types of each column, were 

supplied by the df.info() command. It indicated that the dataset consists of [number of entries] non-null entries, 

ensuring that there are no missing values. 

 

 

 

 

2.6 CORRELATION ANALYSIS 

Correlation Matrix: We computed the correlation matrix using df.corr() to explore the relationships between 

different variables. The resulting correlation matrix, stored in the correlation variable, quantified the degree of 

linear association between the features. 

 

          
Figure-4: Correlation Matrix 
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2.7 DATA DISTRIBUTION AND EXPLORATION: 

Target Variable: We examined the distribution of the target variable, “GLD,” by creating a histogram. This 

visualization allowed us to understand the distribution of gold prices and identify any noticeable patterns. 

 
Figure-5: Data Distribution 

 

Feature and Target Split: We split the dataset into features and the target variable. The features were obtained 

by dropping the “Date” and “GLD” columns using X = df.drop(["Date", "GLD"], axis=1) and assigning the 

target variable to Y = df["GLD"]. 

Train-Test Split: We used train_test_split(X, Y, test_size=0.2, random_state=42) to divide the data into 

training and testing sets in order to assess the performance of the model. As a result, we were able to train the 

model using a portion of the data and evaluate its ability to forecast data that had not yet been seen. 

 

2.8 TRAINING THE MODEL THROUGH MACHINE LEARNING ALGORITHMS:  

 Random Forest Algorithm: It can be used in regression and classification-related scenarios. The concept 

of ensemble learning, which combines several classifiers to address challenging problems and improve 

model performance, is the basis of this approach. The random forest makes predictions based on the votes 

of the majority of projections rather than relying only on one decision tree. It does this by using forecasts 

from each decision tree. A greater number of trees in the forest prevents overfitting and higher accuracy.  

 

 Decision Tree: While decision trees are not inherently preferred for use in solving classification and 

regression problems, they are capable of doing so. A decision tree consists of two nodes: the Decision Node 

and the Leaf Node. While leaf nodes are the results of decisions and have no more branches, decision nodes 

are used to create decisions and have multiple branches. The test is run or decisions are made based on the 

features of the provided dataset. It is a graphical representation that finds every possible solution to a 

problem or option under preset parameters.  

 

 Lasso Regression: As a regularization method in linear regression, Lasso regression adds a penalty term 

that is determined by the absolute values of the coefficients. By precisely reducing some coefficients to 

zero, this regularization technique effectively performs feature selection while assisting in the prevention 

of overfitting. Least Absolute Shrinkage and Selection Operator is referred known as "lasso" to emphasize 

its dual function of picking significant features and shrinking coefficients.  

 

 Linear Regression: Modeling the relationship between a dependent variable and one or more independent 

variables is done using the fundamental statistical technique of linear regression. Assuming a linear 

relationship, the model's objective is to find the best-fit line that minimizes the sum of squared discrepancies 

between the actual and expected values. The direction and degree of the relationships are shown by the 

coefficients in linear regression, which are the slope and intercept of this line.  

 

 Ridge Regression: Ridge regression incorporates a penalty component based on the square of the 

coefficients as a regularization technique in linear regression. By avoiding high coefficient values, this 

regularization technique stabilizes the model and helps to reduce multicollinearity. The method of adding 

a "ridge" to the covariance matrix's diagonal is reflected in the term "ridge [9]."  
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2.9 VALIDATION: 

We have used 2 parameters to validate our model. 

1. R Squared Score: Regression model fit is evaluated using a statistical measure known as R-squared. 

The range of R-square values is 0 to 1. An R-square of one indicates that the model perfectly fits the data 

and there is no discrepancy between the predicted and actual values. Conversely, when the model predicts 

no variability and discovers no link between the independent and dependent variables, the R-square value 

is 0 [10]. 

 

 

 
 

2. Mean Squared Error: As a statistic for risk assessment, the mean squared error (MSE) or mean squared 

deviation (MSD) measures the average squared difference between estimated and actual values. MSE 

values should always be non-negative and close to zero since they capture both bias and variance and 

offer a complete estimate of error. 

 

 
We have also used plots and graphs in our workflow to validate the actual and predicted values for a better 

analysis and understanding. 

 
 

Figure-6: Linear Regression Actual Vs Predicted 
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Figure-7: Ridge Regression Actual Vs Predicted 

 

 

 
 

Figure-8: Lasso Regression Actual Vs Predicted 

 

 

 
 

Figure-9: Decision Tree Regression Actual Vs Predicted 

 

 

 
 

Figure-10: Random Forest Regression Actual Vs Predicted 
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V. RESULT: 

By following these steps, we conducted a thorough analysis of the gold price dataset and built a model to 

predict future gold prices. The R-squared score provided us with an assessment of the model’s predictive 

accuracy. We can demonstrate from our model that the Random Forest algorithm has produced the best 

accuracy. This analysis and prediction process lays the foundation for making informed decisions and gaining 

valuable insights into the dynamics of gold prices.  

VI. CONCLUSION 

This report aims to provide an in-depth analysis and prediction of gold prices using a dataset containing 

information on various economic indicators. The report follows a systematic approach, starting with an 

introduction to the dataset and its characteristics. techniques and machine learning algorithms. By following 

the outlined methodology, it offers valuable insights into the dataset, correlation patterns, and future price 

predictions, enabling Stakeholders to make informed decisions in the gold market. Overall, this report provides 

a comprehensive analysis of gold prices, leveraging statistical. 
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