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ABSTRACT: 

This project introduces a novel approach to forecasting dissolved oxygen levels in aquaculture settings, 

overcoming complexities in conventional methods. Integrating Light Gradient Boosting Machine (LightGBM) 

with Bidirectional Simple Recurrent Unit (BiSRU), the model effectively identifies pertinent parameters while 

minimizing irrelevant variables through linear interpolation and smoothing. LightGBM accurately predicts 

dissolved oxygen content, while the attention mechanism optimizes BiSRU's hidden states, enhancing 

predictive accuracy. Outperforming existing models, this hybrid model offers crucial insights for regulating 

aquaculture water quality. Additionally, an Ensemble model combining Bidirectional LSTM, GRU, Simple 

RNN, and Attention mechanisms demonstrates further improvement in Mean Squared Error (MSE) compared 

to individual algorithms, expanding the project's potential impact. 
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INTRODUCTION: 

Aquaculture plays a pivotal role in global food production, with China leading the sector. However, ensuring 

optimal water quality is essential for healthy aquatic life and sustainable yields. Dissolved oxygen (DO) levels 

serve as a crucial indicator, directly impacting aquatic organisms' survival and growth. Existing predictive 

models often struggle with computational speed and global contextual awareness, hindering accurate forecasts. 

Addressing these challenges, this project introduces a hybrid approach integrating Bidirectional Simple 

Recurrent Unit (BiSRU) and attention mechanisms from machine learning. BiSRU's capacity to capture past 

and future information, alongside its parallelized architecture, enhances sequence modeling. Additionally, 

attention mechanisms optimize data processing, focusing on pertinent information for precise predictions. By 

http://www.ijcrt.org/


www.ijcrt.org                                                             © 2024 IJCRT | Volume 12, Issue 5 May 2024 | ISSN: 2320-2882 

IJCRT2405546 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org f97 
 

amalgamating these techniques, this study aims to revolutionize aquaculture management, ensuring sustainable 

and efficient production practices. 

 

PROBLEM STATEMENT: 

The limitations of traditional methods for predicting dissolved oxygen content in aquaculture environments, 

which are delayed by the nonlinearity, dynamics, and complexity of the system. These challenges result in 

reduced accuracy and slower prediction speeds, affecting the effective regulation of water quality and the 

sustainable development of intensive aquaculture.  

PROPOSED METHOD: 

In past many existing algorithms were introduced like XGBOOST, CNN, LSTM and many more but its 

prediction error rate is not good enough so author of the paper employing combination of many algorithms such 

as LIGHTGBM for features selection and remove of irrelevant features from training data, BI-SRU (Bi-

directional Simple RNN) and Attention. LIGHTGBM helps in getting relevant features and Bidirectional 

Simple RNN will filter model by optimizing training features from both backward and forward position. 

Learning and weighting parameters was updated using ATTENTION algorithm. Model with best MSE (mean 

square error) will have high weight. MSE, MAE or RMSE refers to difference between original and predicted 

values so the lower the MSE the better is the model.  

ARCHITECTURE: 
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WATER QUALITY DATASET: 

 

In above screen loading and displaying dataset values 

METHODOLOGY: 

Data Preprocessing: 

Import Necessary Libraries: Begin by importing essential Python libraries and packages required for data 

preprocessing, including pandas, numpy, lightgbm, matplotlib, scikit-learn, keras, os, and others. 

Read and Display Dataset: Read the dataset values from the provided CSV file and display them to understand 

the structure and contents of the data. 

Handle Missing Values: Handle missing values in the dataset by replacing them with zeros or using appropriate 

imputation techniques. 

Exploratory Data Analysis (EDA): 

Plot Graphs: Perform exploratory data analysis by plotting graphs for various features such as pH, Turbidity, 

and Conductivity to understand their distributions and patterns. 

Feature Selection using LightGBM: 

Implement LightGBM Algorithm: Implement the LightGBM algorithm to select relevant features from the 

dataset. 

Fit Model and Calculate Feature Importances: Fit the LightGBM model to the dataset and calculate feature 

importances. Remove features with less importance (below 20%) from the dataset. 
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Visualize Feature Importances: Visualize feature importances using bar graphs to understand the significance 

of each feature. 

Dataset Splitting: 

Split Dataset: Split the dataset into features (X) and the target variable (Y). Scale the features using 

MinMaxScaler and reshape them for compatibility with LSTM models. 

Further Split Dataset: Further split the dataset into training and testing sets with an 80:20 ratio to prepare for 

model building and evaluation. 

Model Building and Training: 

Implement Deep Learning Models: Implement various deep learning models including LSTM, GRU, 

and BISRU with Attention using the Keras Sequential API. Specify the number of layers, dropout rates, and 

other parameters for each model architecture. Compile Models: Compile the models using appropriate 

optimizers and loss functions to prepare them for training. Train Models: Train the models using the training 

dataset. Utilize Model Check point to save the best-performing model weights during training for future use. 

Model Evaluation: 

Evaluate Trained Models: Evaluate the trained models using metrics such as Mean Squared Error 

(MSE), Root Mean Squared Error (RMSE), and Mean Absolute Error (MAE). 

Calculate and Visualize Metrics: Calculate and visualize the performance metrics for each model to compare 

their effectiveness. 

Dissolved Oxygen Prediction: 

Perform Prediction: Perform dissolved oxygen prediction on a separate test dataset. Read the test data from a 

CSV file and transform and reshape it for prediction. Predict Levels: Predict dissolved oxygen levels using the 

trained ensemble model and inverse transform the predictions to obtain actual dissolved oxygen values. Print 

Predictions: Print the predicted dissolved oxygen levels for each test data point to assess the model's 

performance. 

EVALUATION:  

Mean Squared Error (MSE): 

MSE is calculated by taking the average of the squared differences between the predicted values and the actual 

values. 

 

n is the number of data points. 

Yi is the actual value of the target variable for data point i. 

Y^I  is the predicted value of the target variable for data point i. 
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# Calculate Mean Squared Error (MSE) 

defmean_squared_error(actual, predicted): 

mse = np.mean((actual - predicted)**2) 

returnmse 

Root Mean Squared Error (RMSE): 

RMSE is the square root of the MSE and provides a measure of the average magnitude of the errors in 

the predictions. 

 

# Calculate Root Mean Squared Error (RMSE) 

defroot_mean_squared_error(actual, predicted): 

mse = mean_squared_error(actual, predicted) 

rmse = np.sqrt(mse) 

return rmse 

Mean Absolute Error (MAE) 

from sklearn.metrics import mean_absolute_error 

# Calculate Mean Absolute Error (MAE) 

mae_value = mean_absolute_error(y_test, predict) 

print("MAE: ", mae_value) 

RESULTS: 

 

In above 

screen displaying PH and turbidity graph where X-axis represents record number and y-axis 

represents values
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In above we can see importance value for each features obtained from LIGHTGBM and in all ‘Temperature’ 

got less value so it will be removed out and remaining 3 features will be used for training. In graph also we 

can Features Name and importance value. 

 

In above with LSTM we got 0.22 as the MSE value and we can see other metrics also (just divide 0.22 / 100). 

In graph x-axis represents Number of test Data and y-axis represents OXYGEN value and red line indicates 

TEST DATA OXYGEN LEVEL and green line indicates Predicted OXYGEN level and we can see both lines 

are overlapping with little GAP so LSTM is good but not accurate 
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In above GRU output and its MSE values as 0.22 

 

In propose algorithm got 0.20 MSE which is lower than existing algorithm 
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Extension model we got 0.19 as the MSE value 

 

In above graph x-axis represents algorithm names and y-axis represents MSE, MAE and RMSE values in 

different colour bars and in all algorithms Extension has got less MSE error  
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Displaying all algorithms performance 

Prediction: 

 

In above screen predicting Oxygen level in test data using extension object 

CONCLUSION 

This study introduces a novel hybrid model, Light-GBM-BISRU-Attention, to predict dissolved oxygen levels 

in intensive aquaculture, crucial for maintaining water quality. Existing algorithms like XGBOOST, CNN, and 

LSTM have limitations in prediction accuracy. Our model combines LIGHTGBM for feature selection, 

Bidirectional Simple RNN for optimizing training features, and Attention for learning and weighting parameters, 

resulting in improved accuracy. 

Comparison with LSTM and GRU demonstrates the efficacy of our approach. Additionally, the Ensemble model, 

integrating Bidirectional LSTM, GRU, Simple RNN, and Attention, further reduces the mean square error 

(MSE), enhancing predictive capabilities. This comprehensive model holds promise for efficient water quality 

management in aquaculture. 
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