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Abstract— The goal of this study was to create a technique for 

determining a student's attention state during an online lecture based on 

their facial expressions. By assessing students' reaction times (RT) to 

identify a target sound that was unrelated to the presentation, we were 

able to gauge their degree of attention during a video lecture. We 

reasoned that participants would respond to such a stimulus more 

slowly when they were paying attention to the lecture than when they 

weren't. Using RT measurement, we attempted to gauge how much 

attention students paid throughout a presentation. In the experiment, a 

video camera captured the learner's face as they watched a lecture on 

video. In order to predict reaction time (RT) to a task-irrelevant 

stimulus—which was thought to be a measure of attention level—facial 

features were examined. We used an open-source program called Open 

Face to extract facial features as action units (AUs), or the movements 

of the face muscles, and then we employed a machine learning 

technique called light Gradient Boosting Machine (Light GBM) to 

estimate RTs from these AU’s. According to the model created with 

Light GBM, RTs to the irrelevant stimuli can be calculated from AUs, 

indicating that the attention states of students during lectures can be 

predicted from their facial expressions. To investigate if lower general 

arousal due to tiredness was a significant factor in the RT lengthening 

found in the experiment, we re-analyzed the data, removing RT data 

with drowsy faces of the students. It is possible to predict learners' 

degree of attention to video lectures based on their facial expressions, 

as the results were consistent even when RTs with drowsy faces were 

included. 
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I. INTRODUCTION 

Improving learning outcomes requires an understanding of 

students' study engagement levels. Estimating the degree of 

student engagement with their studies is essential to raising the 

standard of instruction. Encouraging learning environments may 

benefit from automated engagement level monitoring. Webcams 

can be used in online learning to record students' facial 

expressions, which can be used to infer their emotional states. 

For online learning, webcams can be used to capture learners’ 

facial expressions, which can be used to estimate their mental 

states. In education related studies face images in a classroom 

while they were studying with video material on a screen and 

estimate the level of engagement from students’ facial 

expressions. With the increasing prevalence of online education, 

understanding and enhancing student engagement in virtual 

learning environments have become crucial for the effectiveness 

of educational initiatives. It is difficult for teachers to pay 

attention to all students, particularly in online classes. The 

present study aimed to develop a method for estimating 

students’ attention state from facial expressions during online 

lectures. 

 

Problem Identification 

 

To create a system that measures the degree of participation 

in online lectures by examining facial expressions. Using 

advances in machine learning and computer vision, the project 

will develop algorithms that can recognize and understand 

different types of facial expressions participants make during 

virtual lectures. The system will record nonverbal signs like 

smiles, frowns, eyebrow lifts, and eye movements and use these 

to interpret participant interest, attentiveness, and engagement 

levels during the presentation. 

 

Objectives 

 

 To analysis of the body of research on computer vision 

methods, engagement assessment approaches, and facial 

expression analysis in educational contexts. 
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 A curate dataset will be created from video recordings of 

online lectures and ground truth labels showing the degree 

of involvement. 

 Modern face expression recognition models, like recurrent 

neural networks (RNNs) and convolution neural networks 

(CNNs), will be investigated and modified to meet the 

project's unique needs. 

 The curated dataset will be used to train algorithms so they 

can recognize and categorize participant facial expressions 

during online courses. 

 

II. MODE OF PYTHON-PLATFORM 

 

Frameworks provide functionality in their code or through 

extensions to perform common operations required to run web 

applications. 

 

A. Web frameworks 

A web framework is a code library designed to facilitate the 

development of dependable, expandable, and easily maintained 

web applications for developers. Web frameworks incorporate 

all of the knowledge that developers have gained over the 

previous 20 years while creating websites and web apps.  

 

 

Frameworks facilitate the reuse of code for frequently used 

HTTP operations and the organization of projects so that other 

developers who are familiar with the framework may rapidly 

construct and manage the application. Typical functionality of 

web frameworks offer capability to carry out typical tasks 

needed to run web applications, either directly in their code or 

through extensions. Web framework resources: 

 

 Understanding the functionality of the code below web 

frameworks is beneficial when understanding how to use 

them. 

 The short film Frameworks, which demonstrates how to 

select between web frameworks, is quite well done. 

 Developers use Visual Studio code extensively to write 

and modify code in many different programming 

languages. 

 

B. Existing System 

A web framework is a code library designed to facilitate the 

development of dependable, expandable, and easily maintained 

web applications. Current systems frequently use facial 

recognition algorithms and computer vision techniques to 

analyze the emotions on students' faces during online lectures. 

For the purpose of facial landmark identification and expression 

analysis, open-source libraries and technologies such as Dlib 

and OpenCV are frequently utilized. 

 

C. Proposed System 

It was discovered that the degree of attention that students 

pay to video lectures can be predicted from their facial 

expressions, providing a measure of their level of participation. 

Video camera collected facial features are predictive of reaction 

times (RTs), which are thought to be a measure of attention 

states. Certain facial expressions seem to be linked to paying 

attention during video lectures, including lip corner depression, 

blinking, and wrinkle on the nose. Facial expression technology 

has the potential to improve the standard of instruction. 

 

 

III. SYSTEM DESIGN 

 

The process of defining a system's architecture, parts, 

modules, interfaces, and data in order to meet predetermined 

requirements is known as systems design. It may be viewed as 

the product development of systems theory. The fields of 

systems analysis, systems architecture, and systems engineering 

share certain similarities. Design is the process of using 

marketing data to create the design of a product that will be 

made, if the more general topic of product development "blends 

the perspective of marketing, design, and manufacturing into a 

single approach to product development." Therefore, the process 

of defining and creating systems to meet specific user needs is 

known as systems design. 

 

A. UML DIAGRAMS 

A common language for business modeling and other non-

software systems, as well as for defining, visualizing, building, 

and documenting the artifacts of software systems, is called 

Unified Modelling Language (UML). The UML is an assembly 

of top engineering techniques that have been successfully 

applied to the modeling of complicated and sizable systems. 

Creating objects-oriented software and the software 

development process both heavily rely on the UML. The UML 

primarily expresses software project design through graphical 

notations. 

 

B. USE CASE DIAGRAM 

In the Unified Modelling Language (UML), a use case 

diagram is a particular kind of behavioural diagram that is 

produced from and defined by a use-case study. Its goal is to 

provide a graphical summary of the terms that a system offers 

for functionality. In system analysis, a use case is a technique 

for organizing, defining, and identifying system needs. A use 

case is a collection of potential interactions between people and 

systems in certain setting that are all aimed at achieving a 

specific objective. 

 

 

Fig. 1  Use case diagram of Facial Expression 

C. CLASS DIAGRAM 

Static class relationships that reflect the core system 

architecture are modeled by UML class diagrams. Keep in mind 

that the relationships shown in these diagrams are those between 

classes, not those between particular objects that are constructed 

from those classes. Consequently, the diagram is applicable to 

every object in the system. 
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Fig. 2 Class diagram for Facial Expression 

D. SEQUENCE DIAGRAM 

In the Unified Modelling Language (UML), a sequence 

diagram is a type of interaction diagram that illustrates the 

relationships and sequence in which processes operate with one 

another. It is a Message Sequence Chart construct. A sequence 

diagram shows the order in which events happen within a 

system. A sequence diagram records the methods that are called 

on each object and the order in which they are called. 

 

 
Fig. 3 Sequence diagram for Facial Expression 

 

 Set the context for the interaction, whether it is a system, 

subsystem, operation or class.  

 Set the stage for the interaction by identifying which 

objects play a role in interaction.  

 Set the lifetime for each object.  

 Start with the message that initiates the interaction.  

 Visualize the nesting of messages or the points in time 

during actual computation.  

 Specify time and space constraints, adorn each message 

with timing mark and attach suitable time or space 

constraints. 

 Specify the flow of control more formally, attach pre and 

post conditions to each message. 

E. ACTIVITY DIAGRAM 

An additional crucial UML diagram for describing the 

system's dynamic elements is the activity diagram. An activity 

diagram is essentially a flow chart that shows how an activity 

flows from one to the next. One could refer to the activity as a 

system operation. As a result, the control flow is transferred 

across operations. This flow may occur concurrently, forked, or 

sequentially. Activity diagrams use several features, such as join 

and fork, to cope with various forms of flow control. 

 

Fig. 4 Activity diagram for Facial Expression 

F. System Testing 

The goal of testing is to find mistakes. The goal of testing is 

to find every potential flaw or vulnerability in a work product. It 

offers a means of testing the functionality of individual parts, 

assemblies, subassemblies, and/or final products. It is the 

process of testing software to make sure it satisfies user 

expectations and needs and doesn't malfunction in a way that 

would be unacceptable. 

 

Fig. 5 Various modes of face expressions 

Functional tests offer methodical proof that the functions 

being tested are available in accordance with the technical and 

business requirements, system documentation, and user manuals. 

Invoking interface systems or procedures is necessary.  

 

 

Fig. 6 Input pre-processing unit for face registration 
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Functional test preparation and organization are centred on 

requirements, important features, or unique test cases. 

Furthermore, testing needs to take into account data fields, 

specified procedures, sequential processes, and systematic 

coverage related to identifying business process flows. 

Additional tests are identified and the efficacious value of 

current tests is ascertained prior to the completion of functional 

testing. 

 

IV. RESULTS AND DISCUSSIONS 

 

System testing verifies that all requirements are met by the 

integrated software system as a whole. It puts a setup to the test 

in order to guarantee dependable outcomes. The configuration-

oriented system integration test is an illustration of a system test. 

System testing emphasizes pre-driven process connections and 

integration points and is based on process flows and descriptions. 

 

 

 

Fig. 7 Students engagement prediction for Online Classes 

1)  Unit Testing:  Although it is fairly uncommon for coding and 

unit testing to be undertaken as two separate phases, unit testing 

is typically carried out as part of a combined code and unit test 

phase of the software lifecycle. 

 

 Verify that the entries are of the correct format. 

 No duplicate entries should be allowed  

 

2)  Integration Testing: The process of incrementally integrating 

two or more integrated software components on a single 

platform to identify interface flaws that lead to failures is known 

as software integration testing. The purpose of an integration 

test is to verify that software applications or system components, 

or even higher up, company-level software applications, 

function together flawlessly. 

 

3)  Acceptance Testing: Acceptance by Users Any project's 

testing phase is crucial, and it involves a lot of end user input. It 

also guarantees that the system satisfies the functional 

specifications. 

 

 

Fig. 8 Resolutions  

The process of designing test cases for unit testing ensures 

that the core logic of the program is operating correctly and that 

program inputs result in legitimate outputs. Validation should be 

done on all internal code flows and decision branches. It is the 

testing of the application's separate software components. Prior 

to integration, it is completed following the conclusion of a 

single unit. This is an intrusive structural test that depends on an 

understanding of its structure. Unit tests evaluate a particular 

application, system configuration, or business process at the 

component level. 

 

 

Fig. 9 Image to test of resolutions 

In terms of future research and development, the project 

provides a wealth of opportunities in the areas of online learning 

and engagement measurement. The improvement of facial 

expression recognition algorithms to better take into 

consideration subtle variances in expressions across age groups, 

cultural backgrounds, and individual differences is one possible 

subject for future research.  
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Fig. 10 Image engaged making involvement 

 

Furthermore, adding multimodal data sources like chat 

conversations, audio signals, and eye tracking data could 

improve the analysis and offer a more thorough comprehension 

of the dynamics of involvement during online lectures. 

Furthermore, there is a lot of promise for improving educational 

experiences in digital environments by expanding the use of 

facial expression analysis beyond online lectures to 

  

 

V. CONCLUSIONS 

It was discovered that the degree of attention that students 

pay to video lectures can be predicted from their facial 

expressions, providing a measure of their level of participation. 

Video camera collected facial features are predictive of reaction 

times (RTs), which are thought to be a measure of attention 

states. Certain facial expression seem to be linked to paying 

attention during video lectures, including lip corner depression, 

blinking, and wrinkles on the nose. Facial expression technology 

has the potential to improve the standard of instruction. 

However, there are a few things to think about before putting it 

into practice in real classroom settings. First off, and this is 

crucial for generalization, the underlying mechanisms driving 

the contributions of these traits are not yet understood. Second, 

notable individual variations have been noted. 
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other educational contexts like virtual classrooms, group 

discussions, and cooperative activities. 
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