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Abstract: In the digital era, the vast array of online content poses a significant challenge for users seeking 

relevant information, primarily due to the absence of emotionally resonant titles. Existing title generation 

methods falter in capturing nuanced emotional tones, resulting in diminished user engagement. Moreover, 

current systems lack adaptability to user preferences and real-time trends, thereby limiting their efficacy 

across diverse audiences. This paper advocates for a novel title generation system that harnesses advanced 

sentiment analysis techniques and innovative language generation strategies to craft captivating, emotionally 

resonant titles. The proposed system aims to accurately reflect content sentiment. Furthermore, it seeks to 

dynamically adapt to evolving content landscapes, thereby enhancing content discoverability and enriching 

the online browsing experience across various platforms. 

 

Index Terms - Sentiment Analysis, NLP, Title Generation 

I. INTRODUCTION 

 

In today's digital age, where information overload is the norm, the importance of crafting compelling and 

engaging titles for online content cannot be overstated. A well-crafted title serves as the gateway to your 

content, capturing the attention of readers and enticing them to explore further. However, generating such 

titles is not a trivial task, particularly in the absence of a structured methodology. This paper addresses this 

challenge by proposing a novel approach to title generation leveraging the power of sentiment analysis. 

 The significance of sentiment analysis in understanding user preferences and emotions cannot be 

overlooked. By analyzing the sentiment expressed in textual content, sentiment analysis algorithms can 

uncover valuable insights into audience preferences, helping content creators tailor their titles to resonate 

more deeply with their target audience. This paper explores the potential of sentiment analysis as a tool for 

generating titles that not only capture attention but also evoke emotion and drive engagement. 

 At the heart of our proposed approach lies the recognition that titles are more than just strings of words – 

they are powerful tools for conveying emotion, capturing attention, and shaping reader perceptions. By 

leveraging sentiment analysis techniques, we aim to imbue titles with emotional depth, allowing them to 

resonate more deeply with readers and elicit stronger emotional responses. 

 

 Furthermore, our approach emphasizes the importance of personalization in title generation. Recognizing 

that different readers may respond differently to the same title, we propose a methodology for dynamically 

adapting titles based on individual reader preferences and emotional states. By tailoring titles to the unique 

preferences and emotions of each reader, we aim to create a more personalized and engaging browsing 

experience. 
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 In addition to personalization, our approach also considers the dynamic nature of online content 

consumption trends. By monitoring real-time sentiment trends and incorporating them into title generation 

algorithms, we aim to ensure that titles remain timely, relevant, and reflective of current emotional states and 

cultural contexts. 

 Overall, this paper presents a comprehensive framework for the generation of titles using sentiment 

analysis. By harnessing the power of sentiment analysis, we aim to revolutionize the way titles are generated, 

creating titles that not only capture attention but also evoke emotion, drive engagement, and resonate deeply 

with readers. We used Bi-Directional LSTM for sentiment analysis and transformers to develop the 

framework. 

 

II.RELATED WORKS 

 

Generation of titles for a blog or an article has been in the works for a very long time now, and looking at 

the various methods for doing so is very interesting and challenging at the same time. Title generation can be 

achieved through methods like: transformers based summarization, which summarizes a given text to give a 

very short abstract of the article and thereby generating a short title, Generative Adversarial Network (GAN), 

transformers based Seq2Seq, and so on. In this section, we present some of the previous studies and works in 

title generation and sentiment analysis 

 

A. Transformers Based Title Generation 

 In recent years, the field of natural language processing (NLP) has witnessed remarkable advancements, 

particularly with the advent of Transformer-based models. Transformers, introduced by Vaswani et al. in the 

seminal paper "Attention is All You Need," [1] have revolutionized various NLP tasks, including language 

translation, text summarization, and sentiment analysis. Among these tasks, title generation stands out as a 

crucial aspect of content creation, particularly in the context of digital media, academic research, and 

marketing. 

 Transformers, such as the Bidirectional Encoder Representations from Transformers (BERT)[2] and the 

Generative Pre-trained Transformer (GPT) [3], have emerged as powerful tools for title generation. These 

models leverage self-attention mechanisms to capture contextual dependencies within text data, enabling them 

to generate titles that are not only grammatically correct but also semantically coherent and contextually 

relevant. 

 One of the key advantages of using Transformers for title generation is their ability to capture long-range 

dependencies and semantic relationships within text data [1]. Unlike traditional recurrent neural networks 

(RNNs) and convolutional neural networks (CNNs), which may struggle with capturing such dependencies 

over long sequences, Transformers excel at processing large amounts of text data efficiently. 

 Moreover, Transformers can be fine-tuned on domain-specific datasets to generate titles that adhere to 

specific style guidelines, terminology, and audience preferences [4]. This adaptability makes them suitable for 

a wide range of applications, including news article headlines, blog post titles, academic paper titles, and 

advertising copy. 

 Transformers have demonstrated their efficacy in various NLP tasks, and their application to title 

generation holds promise for improving content discoverability, user engagement, and overall readability in 

diverse digital media contexts. 

 

B. Title Generation 

Several title creation methods have been investigated in the past. Alternative methods, including kNN [5], 

have been proposed instead of neural networks. There has been study on title generating using Transformer 
[6-8]. 

Previous study on title generating has primarily focused on news. The headline generation approach is not 

suitable for generating titles for journal papers due to their tendency to be over-expressed for mass 

consumption. 

To create a title for a journal paper, consider creating numerous options and selecting one [9]. Although this 

strategy generates candidates, it may not always identify relevant content in the abstract due to the length of 

journal articles. 
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C. Sentiment Analysis 

 Sentiment analysis, also known as opinion mining, is a computational technique employed to discern the 

sentiment or emotional tone expressed within a piece of text [10]. Its primary objective is to classify text data 

into positive, negative, or neutral categories based on the emotions conveyed. This analytical approach has 

garnered substantial significance across various domains, including social media monitoring, customer 

feedback analysis, market research, and product reviews. 

 In the realm of sentiment analysis, numerous methodologies and algorithms have been developed to 

address the challenges associated with accurately deciphering human emotions from natural language text. 

Early approaches predominantly relied on rule-based methods [11], where predefined rules and lexicons were 

utilized to identify sentiment-bearing words and phrases. Concurrently, machine learning and deep learning 

techniques have gained prominence, leveraging labeled training data to learn intricate patterns and 

relationships in text data [12]. 

Traditional machine learning algorithms such as Support Vector Machines (SVM), Naive Bayes, Decision 

Trees, and Logistic Regression have been extensively employed for sentiment analysis tasks[13], relying on 

handcrafted features extracted from text to classify sentiment. However, the advent of deep learning has 

revolutionized sentiment analysis, with models like recurrent neural networks (RNNs), convolutional neural 

networks (CNNs), and transformers demonstrating superior performance in capturing complex relationships 

and semantics within text data [14]. 

 Large-scale labeled datasets, including IMDb movie reviews, Amazon product reviews, and Twitter 

sentiment datasets, have played a pivotal role in advancing sentiment analysis research, providing researchers 

with ample resources for training and evaluating models across diverse domains and languages. 

 We developed a sentiment analysis model based on Bi-directional Long Short-Term Memory (LSTM) 

networks. These networks have demonstrated effectiveness in capturing long-range dependencies in 

sequential data, making them suitable for sentiment analysis tasks involving text data with varying lengths 

and contexts. 
 

III. METHODOLOGY 

Our study aims to develop an AI model that can generate a title based on the emotion and the content 

produced before it. The generic title generation systems out there summarize a given text and generate it as a 

title given the summary is short enough for a title and fit for the content. However, this poses a problem for 

the readers to grasp the emotion that is being portrayed in the article, thus a sentiment based title needs to be 

developed. This section speaks about each model. 

 

A. Dataset 

 For the developing of a sentiment analysis model, we decided to look into kaggle for the dataset to train 

our model on. For developing a wider range of emotions, rather than just positive, neutral and negative, we 

decided to go ahead with a more specific emotions like sadness, joy, anger, etc., for the dataset. The dataset[15] 

consists we decided on consists of 6 different emotions as shown in Fig. 1. 

 
Fig.  1.  The instances of emotions in the dataset along with their frequency in the dataset. 
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                                               Fig.  2.  GloVe produces word vectors with a marked banded structure that is 

evident upon visualization. 

 For representation of the textual data, we decided to go with the GloVe dataset for 200 dimensional word 

embeddings . These word representation from the GloVe dataset, which have been pre-trained on the 

combined Wikipedia 2014 + Gigaword 5th Edition corpora (6B tokens, 400K vocab) helps us in encoding our 

words in the article as dense vectors, thus enabling to procure a sentiment for the article. The word vector 

bands are shown in Fig. 2 

 

B. Model Architecture 

 For the sentiment analysis model, the Recurrent Neural Network (RNN) based Bidirectional LSTM is the 

algorithm that we decided would be best using a trial and error method with a BERT model, which ended up 

giving us a lower accuracy than the Bidirectional LSTM algorithm. The model comprises of an embedding, 

bidirectional and dense layers. 

 

Fig.  3.  Bidirectional LSTM algorithm structure 

 In the case for the title generation model, the concept of pre-trained t5 model was used. The pre-trained t5 

model is based on text summarization and was trained on a dataset of medium articles and their respective 

titles. The selection of a pre-trained t5 model is due to the performance being better in the case of a transformer 

than a GAN or Seq2Seq technique. 
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                                                                             Fig.  4.  T5 summarization algorithm structure 

C. Training Strategy 

 For the training of the sentiment analysis model, since the classification of emotion is probability based, 

the softmax function is the best option for activation function. Hence, we decided to go with the following 

softmax activation function. 

 𝜎(�⃗�)
𝑖

=  
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗𝐾

𝑗=1

             

 (1) 

 For the training of the sentiment model, we are going with the classic 75-25 split of the training data [15]. 

With an early stopping callback set, the training of the sentiment analysis model is set to be trained. With the 

accuracy metrics being monitored, the early stopping callback will prevent from over fitting the data and 

ruining the model. With the Adam optimizer set on a 0.005 learning rate, the model will be trained on the 

75% split of the training data [15].  

D. Incorporation of Sentiment in Title Generation 

 After developing the model for sentiment analysis and also procuring the title generation model, we are 

proposing to incorporate both of them into one by a simple concatenation code. With the sentiment being 

procured from the context, the derived sentiment is then sent to the title generator along with the context, 

which then encodes both inputs and gives out a single title based on the sentiment and the context of the 

article. 

IV. EXPERIMENTS  

A. Evaluating the Sentiment Analysis Model 

 The trained sentiment analysis model is evaluated on the test data and the accuracy was at 93% as shown 

in Fig. 5.  

 

Fig.  5.  Accuracy, Recall, F1-Score and Support of the sentiment analysis model. 
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The confusion matrix for the same was mapped along with the labels marked in the Fig. 8. For the more 

accurate representation of the accuracy, a graph representing the loss and accuracy measure of training versus 

the validation can be seen in Fig. 6. and Fig. 7.  

 

                  Fig.  6.  Training versus validation accuracy graph 

 

                            Fig.  7.  Training versus validation loss graph 

The sentiment analysis model that was developed performed way better than the first model using BERT 

which procured us only 53% accuracy, so we decided to go ahead with the bidirectional LSTM model which 

gave us 93% accuracy. 

B. Testing out the Pre-Trained T5 Model 

 Finding a good title generation model trained on pretty good dataset was done through browsing and testing 

out various T5 pre-trained models from the huggingface directory. After careful trial and error 

“czearing/article-title-generator” model [18] was chosen. This model was trained on over 100k+ medium 

articles and their respective titles [17]. With the T5 pre-trained model all set up and tested with sample inputst 

for generating titles as seen in Table II. 
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                                                                                 TABLE I 

T5 PRE-TRAINED MODEL TESTING 

INPUT TEXT TITLE GENERATED 

IN LIFE, THERE ARE 

MOMENTS THAT ETCH 

THEMSELVES INTO THE 

FABRIC OF OUR SOULS, 

LEAVING INDE…. 

THE PAIN OF SAYING GOODBYE 

THE DEBATE OVER CLIMATE 

CHANGE POLICIES 

CONTINUES TO DIVI…. 

CLIMATE CHANGE POLICY: A 

CHALLENGE FOR POLITICIANS AND 

SCIENTISTS 

 

C. Incorporating the Sentiment with the Title Generation 

 A code was written to pre-process the input from the user, in order to eliminate the special characters, 

unnecessary white spaces, and numbers and lowering all the characters to lowercase and so on. Then the logic 

for the model to predict the emotion is written, along with the logic for generating a title. 

 

Fig.  8.  Confusion Matrix of the different emotions for the sentiment analysis model. 
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TABLE II  

SAMPLE INPUT WITH THE PREDICTED EMOTION AND THE TITLE GENERATED 

Input Text Emotion Title Generated 

The government's 

failure to address the 

rising cost of living has 

left many citizens 

feeling angry and 

frus…. 

anger Anger and frustration in the 

country 

In life, there are 

moments that etch 

themselves into the 

fabric of our souls, 

leav… 

  

sadness The Pain of Losing a Loved One 

As we can see, the title is generated with the emotion being integrated in the process of generation. 

V. CONCLUSION 

To summarize, including sentiment analysis into title generation is a significant step forward in the field 

of computational linguistics. Our study demonstrates the possibility to create emotionally captivating titles 

that capture the essential concepts of the underlying content using sentiment analysis approach. By imbuing 

titles with emotional depth, we have not only increased user engagement and interest, but also provided a 

more meaningful browsing experience for people traversing the internet. Looking ahead, continued research 

and development in sentiment analysis algorithms have enormous potential to revolutionise the landscape of 

content discovery and interaction across many online mediums. We should expect more advancements in how 

users engage with and interpret digital material as we continue to explore and innovate. 
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