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Abstract:  The technique presented in this paper uses a stereo camera system based on structural light to measure 

item size automatically and accurately. The four steps of the approach are depth interpolation, object detection, 

preprocessing, and key point extraction prior to size calculation. Initially, during the preprocessing stage, the 

RGB and depth frames are matched.  
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I. INTRODUCTION 

 
One of the most vital senses that every human being in the world depends on to interact with the various things 

and people in the real world is vision. Ordinary individuals look about them and know right away what objects 

are there, where they are, and how to interact with them [9]. People with visual impairments can easily perform 

their daily chores because they can see everything around them, including other people and barriers, and they 

can easily engage with the things they see. However, because of the daily tasks they must complete, individuals 

with visual impairments must put forth a lot of effort to engage with the outside world. In this planet, there are 

over a million individuals who are visually handicapped. The inability to see well makes many daily tasks 

difficult. As a result, it is crucial for those who are blind or visually impaired to comprehend their environment 

and learn about the objects they encounter [3]. Over the last few years, those who are visually impaired have 

received a great deal of technology support. Systems without hands do a great job processing auditory input 

from users. No form of touch or visual interaction is necessary, and this is great for blind individuals.  Blind 

persons can view a variety of screens on devices with the use of screen reading options. However, these tools 

are insufficient to ease the personal and professional lives of those who are visually impaired. These devices 

only accept auditory input, so they are not very helpful for users who wish to know about various objects in 

their immediate environment or text. Researchers are currently investigating ways to facilitate visually impaired 

people's mobility so they can overcome obstacles and dangers on the road. People who are blind are always 

dependant.  

on someone, who guides them throughout their day, even for some basic activities such as catch a bus, cross a 

road and many other activities. The main motive of developing this website is to assist visually impaired people. 

This website aims to help the blind people to know the objects in the surrounding that could be just basic daily 

objects or can create obstacle in their everyday activities. The website is developed to recognize or detect some 

objects inside a house like table, table, bed, chair, laptops, refrigerator etc. and others on outside items such as 

people, motorcycles, potted plants, automobiles, etc. 

The program will utilize the system camera, which is loaded with this webpage, to take continuous screenshots 

of the video while capturing items in real time around it. These frames will then be forwarded to the subsequent 

module, where the objects will be classified into the designated categories and bounding boxes will be generated 

around them using the YOLO technique. Ultimately, the program will produce an audio output of the thing that 

was detected in the frame and has the highest confidence score out of all the other objects in the frame. To 

prevent any form of interference with the audio output, these frames are chosen at a precise time interval.  
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3.3 Theoretical framework 

 

1. Image Acquisition: The process of capturing images using cameras or other visual sensors. This may 

involve single or multiple cameras, with varying resolutions and frame rates. 

2. Preprocessing: Before object detection can occur, images often undergo preprocessing steps such as 

resizing, normalization, and noise reduction to enhance their quality and suitability for analysis. 

3. Feature Extraction: In this step, relevant features from the images are extracted to represent the objects 

of interest. This could involve techniques like edge detection, corner detection, or more advanced 

methods like convolutional neural networks (CNNs) for feature extraction. 

4. Object Detection Algorithms: Various algorithms can be employed for detecting objects within 

images.  

 

  

I. RESEARCH METHODOLOGY 

 

 

 

This system is a real- time object discovery algorithm that identifies specific objects in  vids, live feeds, or 

images. The YOLO machine  literacy algorithm uses features learned by a deep convolutional neural network 

to  descry an object. YOLO is a Convolutional Neural Network( CNN) for performing object discovery in real- 

time. CNNs are classifier- grounded systems that can reuse input images as structured arrays of data and fete  

patterns between them( view image below). YOLO has the advantage of being  important faster than other 

networks and still maintains  delicacy. It allows the model to look at the whole image at test time, so its  

prognostications are informed by the global  environment in the image. Some convolutional neural network 

algorithms, such as YOLO, "score" areas based on how similar they are to predetermined classifications. High- 

scoring regions are noted as positive  findings of whatever class they most  nearly identify with. For  illustration, 

in a live feed of business, YOLO can be used to  descry different kinds of vehicles depending on which regions 

of the  videotape score  largely in comparison to predefined classes of vehicles. 

 

 

 

 

 

 

 

 

http://www.ijcrt.org/


www.ijcrt.org                                                             © 2024 IJCRT | Volume 12, Issue 4 April 2024 | ISSN: 2320-2882 

IJCRT2404900 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org h857 
 

IV. RESULTS AND DISCUSSION 

 

 

  
Visual Assistant Object Detection for Blind People is a groundbreaking solution designed to enhance the 

autonomy and safety of visually impaired individuals. Utilizing advanced computer vision algorithms, this 

technology enables real-time identification and description of objects in the user's surroundings. Through the 

integration of cutting-edge sensors and machine learning techniques, the system accurately detects obstacles, 

signage, and other relevant objects, providing instant auditory feedback to the user via a wearable device or 

smartphone app. This innovative approach empowers blind individuals to navigate their environment with 

greater confidence and independence, ultimately improving their quality of life. By bridging the gap between 

visual perception and auditory interpretation, Visual Assistant Object Detection revolutionizes accessibility and 

inclusion for the visually impaired community 
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