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Abstract:  Phishing assaults, which include content injection phishing, social engineering, online social 

networks, and mobile applications, employ advanced tactics and technologies to obtain sensitive information. 

To stop and reduce the chances of these attacks, a number of phishing detection methods were developed; 

deep learning algorithms were one of them that showed potential. The application of deep learning algorithms 

to phishing detection lacks a comprehensive overview, and the findings and related lessons are scattered 

throughout multiple publications. We carried out a systematic literature review (SLR) to find, assess, and 

condense the research results on deep learning algorithms for phishing detection as offered by the selected 

academic publications. 

The phishing website may be recognized in the final phishing detection rate depending on a number of 

important features, including the URL and Domain Identity, security and encryption specifications, and other 

elements. When a consumer completes an online transaction and pays through a website, our technology 

employs deep learning algorithms to identify whether or not the website is a phishing website. 

 

IndexTerms - Detect Fake Urls 

I. INTRODUCTION 

              The most dangerous illegal activity in cyberspace is phishing. Since the majority of people use the 

internet to access services offered by banking and governmental institutions, phishing attempts have 

significantly increased over the past few years. Phishers began to make money, and they now run a 

profitable business doing this. Phishers attack susceptible people using a variety of techniques, including 

VOIP, SMS, spoof links, and fake websites. It is quite simple to make fake websites that, in terms of design 

and content, resemble authentic websites. These websites would even have the exact same material as their 

authentic counterparts. These websites were made in order to collect personal information from users, such 

as account numbers and login. 

             For this study secondary data has been collected. From the website of KSE the monthly stock 

prices for the sample firms are obtained from Jan 2010 to Dec 2014. And from the website of SBP the data 

for the macroeconomic variables are collected for the period of five years. The time series monthly data is 

collected on stock prices for sample firmsand relative macroeconomic variables for the period of 5 years. 

The data collection period is ranging from January 2010 to Dec 2014. Monthly prices of KSE -100 Index is 

taken from yahoo finance. 

II.PURPOSE 

           The goal of employing machine learning to identify phishing websites is to improve cybersecurity and 

shield users from falling for phishing scams. Phishing is a type of cybercrime in which criminals design 

phony websites that resemble real ones in an effort to dupe users into disclosing sensitive information like 

login passwords, credit card information, or personal information. Usually, these attacks spread via email, 

social media, or some other channel. 
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III. SCOPE 

       To protect clients from phishing schemes, machine learning-based phishing website identification 

was developed. It can also help businesses avoid financial losses and data breaches. Machine learning has 

the ability to greatly improve phishing detection systems' efficiency. Even while machine learning has shown 

considerable potential in identifying phishing websites, there are still certain drawbacks to the technique. 

Attackers can, for instance, try to avoid being discovered by constantly advancing their methods. 

IV. EXISTING ALGORITHM 

     The website's URL was analyzed by the current system, which has a 94% accuracy rate in phishing 

detection. Different URL addresses can be created using the parameters for domain, subdomain, top level 

domain, protocol, directory, file name, path, and query. The relevant fields on phishing URLs typically differ 

from those on authentic websites. The accurate features derived from the URL improve the classification's 

accuracy. Accuracy can also be increased by altering the site's layout, CSS, content, meta data, and other 

characteristics. On the other hand, these capabilities will lengthen the time it takes to classify newly created 

websites 

● Random Forest 

         One machine learning method for solving regression and classification issues is the random forest. It 

makes use of ensemble learning, a method that solves complicated problems by combining a large number 

of classifiers.An algorithm called random forest is made up of several decision trees. Through bagging or 

bootstrap aggregating, the random forest algorithm trains its "forest." An ensemble meta-algorithm called 

bagging raises the precision of machine learning algorithms. 

● Decision Tree Classifier 

           In machine learning, a decision tree is a flexible, comprehensible approach for predictive modeling. 

It is appropriate for both regression and classification tasks since it organizes judgments according to input 

data. This article explores decision trees' uses and learning algorithms while delving into their constituent 

parts, jargon, construction, and benefits. 

         One popular supervised learning technique in machine learning is the decision tree, which models and 

predicts outcomes based on input data. Each internal node in the structure resembles a branch that 

corresponds to an attribute value, and each leaf node reflects the ultimate conclusion or prediction. The 

structure is like to a tree. Under the heading of supervised learning is the decision tree algorithm. Both 

regression and classification issues can be resolved with them. 

● Support Vector Machine 

            Such adjustable machine learning algorithm with applications in multiple fields is Support Vector 

Machine (SVM). SVMs provide a significant part in biomedical research by improving with tasks like 

expression analysis and protein structure prediction.They specialize in analysing high-dimensional data and 

can find patterns in even the most complicated biological datasets. Additionally, SVMs have significantly 

advanced the field of computer vision, especially in areas such as facial recognition, image sorting, and 

identifying objects. Image-based applications have widely adopted them due to their capacity to learn 

discriminative characteristics from images and efficiently classify them into a number of categories.SVMs 

are very useful in the finance sector for jobs like fraud detection and stock market forecasting. Their ability 

to examine past data and spot complex patterns allows. 

● AdaBoost 

         Adaptive Boosting, or AdaBoost, is a machine learning ensemble technique that builds a powerful 

classifier by aggregating the predictions of several weak learners. AdaBoost's main idea is to train a sequence 

of weak classifiers iteratively, with each new classifier placing more emphasis on the cases that the preceding 
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classifiers misclassified. AdaBoost effectively makes the following weak learners pay greater attention to the 

misclassified examples by giving them higher weights during each iteration. Consequently, the ensemble 

gradually gains the ability to highlight the hard-to-classify cases, which results in an improved overall 

forecast.AdaBoost functions by using the training data to train a base classifier, which is typically a linear 

classifier or a decision tree with restricted depth. Based on the effectiveness of the current weak classifier, 

AdaBoost modifies the weights of the training instances at the end of each iteration. Erroneously classified 

instances are assigned a lower weight than correctly classified instances. Next, using the new dataset, the 

next weak classifier is trained, emphasizing the previously incorrectly categorized occurrences. This 

procedure repeats until a predetermined degree of accuracy is attained, or for a predetermined number of 

times. 

 

● Neural Network 

           A class of machine learning models called neural networks is modeled after the composition and 

operations of the human brain. They are made up of interconnected nodes arranged in layers, with an output 

layer, an input layer, and one or more hidden layers. In a neural network, each node, or neuron, processes its 

incoming data using elementary mathematical operations before sending the output through weighted 

connections to the layer above. 

 In order to reduce the discrepancy between their expected outputs and the actual targets, neural networks 

acquire the ability to modify the weights of these connections throughout the training phase. Usually, to do 

this, an optimization approach such as gradient descent is used, in which the network's performance is 

iteratively enhanced by updating the weights in the direction that decreases the loss function. 

● K-Neighbours 

           In supervised learning, the K-Nearest Neighbors (K-NN) algorithm is a straightforward but powerful 

technique for both regression and classification problems. The concept of similarity between data points is 

essential to its functionality. Based on a selected distance metric—typically Euclidean distance—K-NN 

determines the K data points (neighbors) that are closest to a newly provided data point for prediction. The 

training dataset is used to determine these neighbors.In classification tasks, K-NN gives the new data point 

the class label that is most common among its K nearest neighbors. To put it another way, it decides the class 

of the new instance by holding a majority vote among its closest neighbors.  
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TEST RESULT FOR CLASSIFIERS 
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