
www.ijcrt.org                                                         © 2024 IJCRT | Volume 12, Issue 3 March 2024 | ISSN: 2320-2882 

IJCRT2403317 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org c517 
 

VISUALLY IMPAIRED ASSISTANT DEVICE 

USING CNN 
             1Logesh Kumar B                    2K Ram Kumar                       3Prasannaa B S                     4Esther C 

                           1Student                                     2 Student                                      3Student                         4Assistant Professor 
          1Artificial Intelligence                   2Artificial Intelligence              3Artificial Intelligence         4Artificial Intelligence 

          and Data Science                           and Data Science                      and Data Science                  and Data Science 
         1Sri Sairam Engineering              2Sri Sairam Engineering            3Sri Sairam Engineering        4Sri Sairam Engineering 

       College, Chennai, India               College, Chennai, India             College, Chennai, India         College, Chennai, India 

 

Abstract:  This research introduces an innovative Visually Impaired Assistant Device (VIAD) aimed at 

empowering individuals with visual impairments by providing comprehensive assistance in navigating their 

surroundings. The VIAD incorporates a multi-sensory integration approach, combining advanced 

technologies such as computer vision, sensors, OCR (Optical Character Recognition), and auditory cues to 

create a holistic and user-friendly interface. Moreover, the VIAD fosters independence by offering enhanced 

functionalities such as indoor navigation, facial recognition, text-to-speech conversion, and integration with 

smart home technologies. 

 

Index Terms - Computer Vision, OCR, text-to-speech, Image processing. 

I. INTRODUCTION 

   Visually impaired assistant devices are advanced tools tailored to aid those with visual impairments. These 

devices integrate diverse features like auditory prompts, text-to-speech functionality, object recognition, and 

GPS navigation, enabling independent living. By providing auditory cues and converting written content into 

spoken words, these devices facilitate access to information and enhance mobility. Additionally, their 

connectivity to various applications and devices allows users to manage schedules, access digital content, and 

engage in social interactions with ease. By leveraging cutting-edge technology, these devices aim to bridge the 

accessibility gap, empowering users to navigate their surroundings, access information, and engage in daily 

activities with greater independence. These devices represent more than just technological advancements; they 

signify a gateway to independence and empowerment for individuals with visual impairments. Overall, these 

devices play a crucial role in empowering individuals with visual impairments, fostering inclusivity, and 

enabling active participation in daily life. 
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II. LITERATURE SURVEY 

  A comprehensive review of existing literature reveals a dynamic landscape of research and development 

in the realm of visually impaired assistant devices. Numerous studies underscore the pivotal role of technology 

in ameliorating the daily challenges faced by individuals with visual impairments. Noteworthy contributions 

encompass a spectrum of innovations including wearable assistive devices, smartphone applications utilizing 

computer vision algorithms, and sensory augmentation systems employing haptic feedback. Studies highlight 

the efficacy of these technologies in enhancing navigation, object recognition, and accessibility. Furthermore, 

research emphasizes the significance of user-centered design, focusing on the customization, ease of use, and 

integration of multi-sensory feedback to optimize the user experience. While prior works showcase promising 

advancements, the literature also identifies avenues for further refinement and enhancement, particularly in 

addressing real-time environmental interpretation, personalized assistance, and seamless integration into the 

user’s routines. 

 

III. COMPONENTS REQUIRED 

  A visually impaired assistant device requires a combination of hardware and software components to 

effectively assist individuals with visual impairments: 

 

3.1 Hardware Components:  

 

 Raspberry Pi - Manages data processing, runs algorithms for object recognition, and controls device 
functions. 

 Pi Camera - Used for object recognition, text reading, and environmental perception. It is faster. 

 Audio Output (Speaker) - Provides spoken feedback, navigation directions, and auditory alerts. 

 Rechargeable Battery - Provides power for the device, ensuring portability and usability. 

 

      Creating a system using Raspberry Pi and a camera for object detection and incorporating audio feedback 

via a speaker is a fascinating project. By leveraging Raspberry Pi's computational capabilities and a camera 

module, this setup can recognize objects or environments. 

 

3.2 Software Components: 

 

 YOLO V5 - Identify objects, text, obstacles, and landmarks in the environment. 

 OCR (Optical Character Recognition) - extracts text from images. If the user wants any text to be 
read to them. 

 Text-to-Speech (TTS) Software - Converts text information into audible speech for the user. 

 

 The process involves capturing images or live video feed through the camera, analyzing it using computer 
vision techniques to identify objects, and then providing auditory feedback through a speaker. This could entail 
converting the recognized objects into spoken words using text-to-speech libraries like pyttsx3 or Google Text-
to-Speech API. 

 

IV. METHODOLOGY 

 

 The visually impaired assistant device relies on a network of crucial connections facilitating seamless 

communication among its integral components. These connections encompass sensor interfaces linking 

cameras for environmental analysis, proximity sensors for obstacle detection. Internally, interfaces such as 

data buses and memory links enable the processing unit to manage and process information from various 

sensors. Output interfaces connect audio components for spoken feedback. Connectivity extends externally 

through wireless interfaces like Wi-Fi and Bluetooth, enabling interaction with smartphones, or navigation 

aids. Wired interfaces like USB serve for charging, data transfer, and interfacing with external devices. User 

interaction interfaces, including physical buttons or touchscreens, are linked to the processing unit. The battery 

interface supplies power to all components, sustaining the device's operations. 
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Fig.1.Model Architecture 

 

 

V. RESULTS AND CONCLUSION 

 

 In conclusion, the visually impaired assistant device serves as a crucial tool, enhancing independence and 

accessibility for individuals with visual impairments. By providing real-time information, navigation support, 

and facilitating everyday tasks, this technology significantly contributes to improving the overall quality of life 

for users. As society continues to prioritize inclusivity, the development and widespread adoption of such 

devices become imperative for fostering an equitable and accessible environment. 

 

VI. FUTURE ASPECTS 

Future advancements in visually impaired assistant devices are poised to integrate Natural Language 

Processing (NLP), revolutionizing accessibility and user experience. Anticipated developments encompass 

refined object recognition with AI-powered NLP for precise identification of objects and textual information, 

augmenting real-time descriptions and accuracy. Enhanced indoor and outdoor navigation capabilities will 

leverage advanced mapping, GPS integration, and NLP-driven contextual understanding for more 

comprehensive guidance. These innovations will align with discreet, wearable designs, potentially 

incorporating smart glasses or contact lens interfaces. The evolution of multi-sensory feedback systems aims 

for more intuitive communication of environmental information through audio descriptions and text-to-speech 

advancements, while increased personalization options and adaptability will cater to diverse user needs, 

potentially through voice-command-driven NLP interfaces. Moreover, NLP-driven integration within broader 

smart ecosystems and a strong focus on ethical considerations and user-centric development will drive the next 

wave of innovation in these assistive technologies. 
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