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Abstract:  Diabetes Mellitus, a chronic metabolic disorder, requires careful management of blood 

glucose levels (BGLs) to mitigate the risk of serious long-term complications. Despite the importance 

of traditional preventive measures like maintaining a healthy diet and regular exercise, many diabetic 

patients struggle to control their BGLs effectively. Proper insulin dosage plays a crucial role in 

managing this condition. Our project aims to leverage machine learning techniques to aid in diabetes 

prediction and insulin dosage estimation. We utilize the PIMA diabetes dataset and the UCI insulin 

dosage dataset for training our models. The Gradient Boosting Classifier is employed to predict the 

presence of diabetes, while the Linear Regression algorithm is used to estimate insulin dosage for 

diagnosed diabetic patients. Following training, we will assess the models' performance on a test dataset 

lacking class labels. The Gradient Boosting Classifier will identify diabetes cases, and for those 

diagnosed, the Linear Regression model will predict the appropriate insulin dosage. By integrating these 

predictive models, we aim to contribute to improved diabetes management strategies. 

 

Index Terms - Machine Learning, Gradient Boosting Classifier, Random Forest, Python programming, 

PIMA Diabetes dataset, UCI (University of California), Irvine Insulin dosage dataset. 

I. INTRODUCTION 

 

  The ability to predict glucose concentrations is crucial for timely patient intervention, especially in 

critical scenarios like hypoglycemia. Recent research has focused on employing advanced data-driven 

techniques to develop accurate models of glucose metabolism. Given the complex, non-linear, and 

patient-specific relationship between input variables (e.g., medication, diet, physical activity, stress) and 

glucose levels, non-linear regression models such as artificial neural networks, support vector regression, 

and Gaussian processes are being explored. As diabetes becomes increasingly prevalent in modern 

society, rapid and accurate diagnosis and analysis are paramount. Diagnostic criteria in medicine 

typically involve fasting blood glucose, glucose tolerance, and random blood glucose levels. Early 

diagnosis facilitates better management. Machine learning holds promise in leveraging daily physical 

examination data to provide preliminary assessments of diabetes mellitus, offering valuable insights for 

healthcare professionals. Key challenges in employing machine learning methods include selecting 

relevant features and choosing appropriate classifiers. 
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II. LITERATURE SURVEY 

 

      2.1 Utilizing Data Mining Techniques to Predict Diabetes Mellitus 

    Diabetes, characterized by elevated blood sugar levels, is a chronic disease with widespread 

implications for human health. Automated information systems employing various classifiers have been 

developed to anticipate and diagnose diabetes, leveraging data mining approaches. Early prediction is 

vital for effective disease management and can potentially save lives. Selecting appropriate classifiers 

is crucial for enhancing the accuracy and efficiency of these systems, particularly given the rising 

prevalence of diabetes worldwide. Many individuals are unaware of their diabetes risk factors before 

diagnosis, underscoring the importance of early detection. This study focuses on early diabetes 

prediction using data mining techniques, utilizing a dataset comprising 768 instances from the PIMA 

Indian Diabetes Dataset. Five predictive models were developed using nine input variables and one 

output variable. These models were evaluated based on accuracy, precision, sensitivity, specificity, and 

F1 Score measures. The aim is to compare the performance of Naïve Bayes, Linear Regression, 

Artificial Neural Networks (ANNs), C5.0 Decision Tree, and Support Vector Machine (SVM) models 

in predicting diabetes using common risk factors. Results indicate that the decision tree model (C5.0) 

achieved the highest classification accuracy, followed by the linear regression model, Naïve Bayes, 

ANN, and SVM, which exhibited the lowest accuracy. This study underscores the potential of data 

mining techniques in facilitating early diabetes prediction and highlights the comparative effectiveness 

of various predictive models. 

 

      2.2 Examining Different Data Mining Approaches for Diabetes Mellitus Prediction 

    Utilizing data mining techniques aids in diagnosing patients' diseases, including chronic conditions 

like Diabetes Mellitus, which can affect multiple organs. Early prediction is crucial, as it can potentially 

save lives and enable better disease management. This paper delves into early diabetes prediction using 

diverse data mining methods. The dataset comprises 768 instances from the PIMA Indian Dataset, 

enabling an assessment of the accuracy of these techniques. The analysis reveals that the Modified J48 

Classifier exhibits the highest accuracy compared to other methods. 

 

      2.3 Comparing Data Mining Techniques for Predicting Diabetes Mellitus 

    Diabetes, stemming from elevated blood sugar levels, is a chronic ailment affecting numerous 

individuals worldwide. Employing various automated algorithms aids in the anticipation and diagnosis 

of diabetes. Utilizing data mining methods can assist in diagnosing patients' diseases, potentially saving 

lives by enabling preventive measures before the disease manifests. The selection of appropriate 

classification methods enhances the accuracy of the system, crucial given the rising prevalence of 

diabetes. Despite this, many diabetics remain unaware of their risk factors until diagnosis. This study 

develops five predictive models using nine input variables and one output variable to compare the 

performance of Naive Bayes, Decision Tree, SVM, KNN, and ANN models for predicting diabetes 

mellitus. Diabetes, characterized by hyperglycemia, affects a significant portion of the global population 

and can lead to long-term damage to various organs. The disease results from defects in insulin secretion 

or action, causing chronic hyperglycemia and subsequent organ dysfunction. Insulin deficiency, 

stemming from improper insulin secretion, is a primary contributor to hyperglycemia, highlighting the 

importance of insulin dosage. Predicting glucose concentrations is crucial for appropriate patient 

management, particularly in scenarios such as hypoglycemia.  

 

III. PROPOSED SYSTEM 

 

       3.1 Methodology 

     In this project, we adopt a two-step approach for predicting diabetes and estimating insulin dosage 

in diagnosed diabetic patients. Initially, we employ a Gradient Boosting Classifier to predict the 

presence of diabetes using the PIMA diabetes dataset. This dataset is specifically designed for 

diagnostic prediction based on certain diagnostic measurements. Concurrently, we utilize a Linear 

Regression algorithm to estimate insulin dosage using the UCI insulin dosage dataset. The UCI Machine 

Learning Repository provides a comprehensive collection of databases and data generators essential for 

empirical analysis in the machine learning domain. Following the training phase with the mentioned 
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datasets, we proceed to test our models by uploading a dataset without class labels. The Gradient 

Boosting Classifier then predicts the presence of diabetes, while the Linear Regression model estimates 

insulin dosage for patients identified as diabetic by the Gradient Boosting Classifier. This method 

enables us to leverage both datasets effectively for accurate diabetes prediction and insulin dosage 

estimation. 

       

      3.2 Dataset 

    The dataset utilized in this study is the PIMA Indian Diabetes Dataset, sourced from the National 

Institute of Diabetes and Digestive and Kidney Diseases. It encompasses data from 768 women residing 

near Phoenix, Arizona, USA. Among the participants, 258 tested positive for diabetes, while 500 tested 

negative. The dataset comprises one target variable, which is the presence or absence of diabetes, along 

with eight attributes: pregnancies, Oral Glucose Tolerance Test (OGTT) results, blood pressure, skin 

thickness, insulin levels, Body Mass Index (BMI), age, and pedigree diabetes function.  The Pima 

population has been subject to periodic study by the National Institute of Diabetes and Digestive and 

Kidney Diseases since 1965, reflecting the longitudinal nature of the dataset.  Given the multifactorial 

nature of Type 2 Diabetes Mellitus (T2DM), the dataset includes information on attributes that may 

influence the onset of diabetes and its subsequent complications, acknowledging the interplay between 

genetic predisposition and environmental factors. 

 

                             
 

Figure 1: Diabetes Dataset 

 

 

 

                             
 

Figure 2: Insulin Dosage Dataset 
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IV. ALGORITHMS 

 

     4.1 Gradient Boosting 

   Gradient boosting is a versatile machine-learning technique utilized for regression and classification 

tasks, among others. It constructs a prediction model by combining an ensemble of weak prediction 

models, commonly decision trees. Specifically, when decision trees. XG Boost stands out as an 

optimized distributed gradient boosting library engineered to offer high efficiency, flexibility, and 

portability. It implements various machine learning algorithms within the Gradient Boosting 

framework. 

       

      The process of gradient boosting entails three fundamental steps: 

 

1. Generating a classification dataset using the make classification method. 

2. Constructing a Gradient Boosting Classifier. 

3. Employing the classification model for making predictions. 

 

  

 
Figure 3: Gradient Boosting 

 

 

       4.2 Random Forest Regressor 

     Random Forest is a widely used machine learning algorithm for both classification and regression-

related problems. It falls under the umbrella of supervised learning techniques and works on the method 

of ensemble learning. By combining multiple classifiers, Random Forest aims to tackle complex 

problems and enhance model performance. 

       

In this project, Random Forest Regressor has been used to determine the insulin dosage. As the name 

implies, Random Forest Regressor comprises numerous decision trees trained on various subsets of the 

dataset, leveraging their collective predictions to improve overall accuracy. Unlike relying on a single 

decision tree, this approach aggregates predictions from each tree and determines the final output based 

on majority voting. 

        

      The process involves several steps: 

 

1. Randomly selecting K data points from the training set. 

2. Constructing decision trees using the chosen data points (subsets). 

3. Specifying the desired number N of decision trees to build. 

4. Iterating through steps 1 and 2. 

5. When presented with new data points, determine the predictions of each decision tree and assign the 

new data points to the category that garners the most votes. 

 

This method effectively harnesses the diversity of decision trees to improve the robustness and predictive 

power of the model, making Random Forest a popular choice across various machine learning 

applications. 
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Figure 4: Random Forest Regressor 

 

  

V.  RESULTS AND DISCUSSION 

 

  The proposed system aims to assess the severity levels detected in diabetic patients through the 

application of diverse processing techniques coupled with machine learning algorithms. By using 

advanced computational methods, the system endeavors to categorize diabetic cases based on their 

severity levels. This involves analyzing patient data using machine learning algorithms to uncover 

patterns and relationships that contribute to the determination of severity. The outcomes of the system 

will provide valuable insights into the severity of diabetic conditions, facilitating better understanding 

and management of the disease for healthcare practitioners and patients alike. 

 

 

                 
 

Figure 5: Output Screen 

 

 

http://www.ijcrt.org/


www.ijcrt.org                                                   © 2024 IJCRT | Volume 12, Issue 2 February 2024 | ISSN: 2320-2882 

IJCRT2402504 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org e318 
 

 
 

Figure 6: Output Screen 
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