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ABSTRACT

Artificial intelligence can be used in healthcare systems for diagnostic purposes to handle large amounts of clinical data with much accuracy and precision. One of the commonest health issue found in the young women is Polycystic Ovarian Syndrome (PCOS) and it is basically a complex health disorder affecting women of reproductive age group that can be diagnosed based on clinical symptoms like increased body mass index, elevated hormone levels, hair loss, acne, skin darkening, hirsutism, cycle length, endometrial thickness, high blood pressure levels, etc. Correct diagnosis is the baseline of any proper treatment and in this research paper we are using machine learning approaches like Support Vector Machine, CART, Naive Bayes Classification, Random Forest and Logistic Regression to diagnose PCOS based on the clinical data of patients. The results were analyzed and performance of the algorithms was validated on the basis of accuracy, precision, recall, F-statistics, and Kappa Coefficient. The validation metrics indicate the highest i.e. 96% accuracy of the Random Forest algorithm in the diagnosis of PCOS on giving data.
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1. INTRODUCTION

Polycystic Ovarian Syndrome also called as Stein–Leventhal syndrome is an endocrine disorder affecting 5 to 10 percent of women in reproductive age (12-45 years) [1]. The disease was first discovered by Irving F. Stein, Sr., and Michael L. Leventhal, gynecologists in year 1935, the name of the condition is a misnomer as all the PCOS patients don’t have polycystic ovaries [2]. The condition is characterized by hormonal imbalance, i.e. heightened androgen levels and metabolism problems. PCOS can result in the absence of ovulation, i.e. an ovulation because of hormonal imbalance resulting in irregular periods, enlarged ovaries with micro cysts and infertility [3]. In the majority of patients (75-85%) having PCOD there is clinically evident menstrual dysfunction can result in abnormal uterine bleeding [4]. The absence of ovulation can cause changes in levels of progesterone, estrogen, FSH and LH. PCOD are featured by increased LH, may cause muted FSH, high prolactin levels and increased gonadotropin–releasing hormone (GnRH) levels that can lead to increased free androgens in the body of patients [5] [6]. PCOS is mostly diagnosed on the basis of clinical symptoms, though ultra-sonographic evidence of multiple micro cysts in the ovaries may help in diagnosis [7]. Diagnostic criteria may also include evaluation of morphological changes like the volume of the ovaries and antral follicular count as PCOS patients tends to have multiple follicles (>10) of 2–9 mm size and enlarged ovaries with volume of > 10 cm3[8][9] [10]. In most of the patients (almost 70 %) the common symptoms of PCOS include:
Acne
Hirsutism
Baldness
Skin pigmentation
Obesity
Irregular periods
Infertility.

Almost 60-70% women suffering from PCOS have hirsutism, 60-80% have elevated androgen levels and 70-80% have metabolic disorders like obesity and increased BMI [6] [11] [12]. Although the causes of PCOS are unknown, it is believed to be genetic in nature [13]. Almost 50-70% of the patients have significant insulin resistance in the body and can contribute to long term health problems like prediabetes, sleep apnea, greater risk of myocardial infarction (MI), dyslipidemia, high blood pressure, anxiety, depression, and endometrial cancer [14] [15] [16] [17] [18]. Insulin resistance or hyperinsulinemia also contributes to most symptoms of the disease and weight loss has been associated with regulated menstrual cycle in PCOS. Treatment includes management of the disease and symptoms associated with it such as hirsutism, acne, hormonal imbalance, infertility and obesity [19]. Lifestyle modifications, weight loss, suitable diet intake, regular exercise can help in the management of the disease resulting in reduced free androgen index and decreased biochemical hyperandrogenism [20-25]. It has been observed that symptoms become less severe with age and as women approach menopause. Medications used to address individual concerns like infertility, menstrual irregularities; increased hair growth etc. may be used for birth control pills, anti-androgen medications, metformin, progesterone pills etc. [26–29]. Although research studies were conducted to diagnose PCOS using different machine learning algorithms, but there is scope for improvement in accuracy and precision on the basis of clinical data [30-32].

2. DIFFERENT MACHINE LEARNING ALGORITHMS

There are a number of algorithms used in Machine Learning for the prediction of target values based on various input values. The algorithms taken under use for the prediction of PCOS are as under:

• **Logistic Regression**
  It is actually not a regression algorithm, but a classification used to estimate binary values. The given set of independent variable(s) decides the binary values and the probability of occurrence of an event is predicted by fitting data to a logit function. The prediction of probability is performed and the outcome values lie between 0 and 1.

• **Support Vector Machine (SVM)**
  A classification technique, where each data item is plotted in n-dimensional space as a point. It comes under supervised machine learning model. The support vectors lie near the margin of the classifier.

• **Naïve Bays**
  One of the powerful classification methods evolved on Bays’ theorem with independence between predictors as an assumption. The Naïve bays classifier assumes that there is no relation between the presences of a particular feature over the other features. The status of a particular feature does not affect the status of another feature.

• **Classification and Regression Trees(CART)**
  One of the important types of algorithms is decision trees, which are mainly used for predictive modeling machine learning. It finds its application commonly in data mining with the sole purpose to predict the values of dependent variables (target) based on the values of several independent variables (input).

• **Random Forest**
  For a group of decision trees, the Random Forests are a trade mark term. The collection of decision trees forms a forest. Each tree votes for the class based on attributes.

• **OBJECTIVES**
  • To diagnose PCOS based on clinical symptoms associated with the using popular machine learning algorithms on random data samples.
To compare performance of different algorithms and determine the best possible algorithm among them

3. METHODOLOGY

The sound methodology is the key of a successful research. The methodology adopted to carry on this study.

- **Data collection:** The data are collected from 10 different hospitals across Kerala, India and is available on Kaggle site.
- **Preprocessing of data:** The data is preprocessed to find missing values and then used for diagnosing PCOS using different machine learning algorithms.
- **Classification:** We are using R-language for implementation of classification algorithms, diagnosis and validation of model performance. R libraries used for the purpose were e1071, CARET, naive Bayes, rpart, random Forest, klaR, ggplot2. Five machine learning algorithms were trained and evaluated on random samples of data with 42 independent variables as symptoms to diagnose PCOS. The dependent variable PCOS strongly correlate with these independent variables and can take two values ‘Yes’ or ‘No’. The algorithms used include logistic regression, Random Forest, SVM (Support Vector Machine), CART (Classification and Regression Trees) and Naïve Bayes algorithm. The list of variables used for diagnosis of PCOS is depicted.

4. Validation of models

The common performance evaluation metrics for validation of models include:

Accuracy: It is the proportion of the total number of predictions that were correct and can be calculated from the following equation:

\[
\text{Accuracy} = \frac{Tx + Ty}{Tx + Fx + Ty + Fy}
\]

Where, \(Tx\) = True Positives, \(Fx\) = False Positives, \(Ty\) = True Negatives, \(Fy\) = False Negatives.

Recall = \(\frac{Tx}{Tx + Fx}\)

Precision:
refers to the percentage of the results which are relevant.

\[ \text{Precision} = \frac{T_x}{T_x + T_y} \]

F-statistics: - is a metric that combines precision and recall and is calculated as the harmonic mean of precision and recall.

\[ F_n = \frac{(1+n^2) \times \text{precision} \times \text{recall}}{(n^2 \times \text{precision}) + \text{recall}} \]

- Future Research Direction

The logistic regression coefficients used to describe the relationship between the predictor and the response variables. The visualization of Residuals for Logistic Regression. The sensitivity is plotted in a function of specificity for different cut of points by Receiver Operating Characteristic (ROC) curve. The sensitivity/specificity pair with respect to specific decision threshold is indicated point wise in the ROC curve with 92%. The detailed comparison of the different classification algorithms employed in diagnosis the PCOS. The comparison of algorithms using R-box and whisker plots. The comparison of Logistic Regression and SVM algorithms.

Gives the comparative analysis of Machine Learning Algorithms with respect to four important features analyzed critically, which are “Recall, Precision, F1 and Accuracy” and all these four features are the best with Random Forest. Therefore, we come up with this conclusion that Random Forest is the best among the five algorithms used for the said study.
5. LITERATURE REVIEW

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Paper Name</th>
<th>Description</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bharati et al. [2020]</td>
<td>Diagnosis of polycystic ovary syndrome using machine learning algorithms.</td>
<td>Holdout and cross validation were applied techniques and feature selection on dataset and methods might inadvertently lead to overfitting if not implemented carefully.</td>
<td>Utilizing advanced sampling algorithms like gradient boosting, RF and LR, implemented carefully.</td>
</tr>
<tr>
<td>Khan Inan et al. [2021]</td>
<td>Improved sampling and feature selection to support extreme gradient boosting for PCOS diagnosis.</td>
<td>XG Boost outperformed all other classifiers with 0.96 accuracy and 0.98 Recall.</td>
<td>Any detection and prediction system would need to be highly accurate and reliable in identifying the condition based on different data inputs.</td>
</tr>
<tr>
<td>Madhumitha et al. [2021]</td>
<td>Automated ovarian identification with follicle recognition.</td>
<td>Details of the ovary like large range of follicles, type of cysts, follicle size, using The results of unsupervised clustering can be sensitive to the initial conditions or parameters set for the algorithm.</td>
<td></td>
</tr>
<tr>
<td>Denny et al. [2019]</td>
<td>Detection and prediction system for polycystic ovary syndrome (PCOS) using machine learning techniques.</td>
<td>Follicle appearance can vary from person to person and even within the same individual over time.</td>
<td>Follicle appearance can vary from person to person and even within the same individual over time.</td>
</tr>
</tbody>
</table>

6. CONCLUSION

PCOS is a disorder caused by hormonal imbalance in the body of young women and is a very common problem affecting a substantial portion of women worldwide. Early diagnosis of the condition can help in the treatment and management of the disorder. We have used popular machine learning algorithms, i.e. SVM, CART, Naive Bayes Classification, Logistic Regression and Random Forest on the clinical data of patients diagnosed PCOS based on symptoms associated with the disease. The performance validation metrics recall, accuracy, precision, and F-statistics indicated best performance of the Random Forest algorithm in diagnosis of PCOS with an accuracy of 96% followed by SVM with accuracy of 95%. Thus, it is concluded that the Random Forest algorithmic is the best suitable algorithm for diagnosis of PCOS on the given data. The future scope of the study can include use of different or large data sets for diagnosis of the disease.
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