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Abstract— This research focuses on addressing the challenges 

associated with low-light image enhancement, a critical aspect in 

fields such as autonomous driving, video surveillance, and object 

detection. Existing approaches, including traditional methods like 

the Retinex model and more recent deep learning-based algorithms 

such as LLNet and Retinex-Net, have shown limitations, leading to 

the development of the novel Multi-Level Network Fusion (MFIE-

Net). MFIE-Net employs a multi-step process involving pre-

processing, image fusion, and feature extraction using 

convolutional neural networks. One key innovation is the 

incorporation of a comprehensive loss function that considers 

perceptual, structural, and color aspects, resulting in enhanced 

image quality. The algorithm effectively addresses issues like noise 

and distortion commonly encountered in low-light conditions, 

outperforming other existing techniques. The study includes an 

extensive literature review, providing insights into both traditional 

and modern image enhancement methods. Traditional methods like 

the Retinex model are discussed, along with recent advancements 

such as multi-scale network fusion and local context modeling. 

The neural methods section explores the application of generative 

adversarial networks, neural style transfer, deep reinforcement 

learning in graphics, neural networks for animation, interactive 

graphics, image enhancement, and 3D graphics. This 

comprehensive overview showcases the wide-ranging capabilities 

of neural networks in various aspects of computer graphics and 

image processing. In conclusion, the research highlights the 

significance of image enhancement in computer vision applications 

and offers a comparative analysis of Retinex, multi-scale network 

fusion, and local context modeling.  

Keywords—Image Processing, Neural Networks, Image 

Enhancement, Quality Evaluation, Retinex Method, Multi-Scale 
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I. INTRODUCTION  

The continuous development of technology has led to the 
widespread application of computer vision in various fields, 
including autonomous driving, video surveillance, object 
detection, and classification. However, challenges such as 
weather conditions and lighting significantly impact image 
quality in daily life. Images captured in uneven illumination 
or low-light environments often suffer from issues like 
reduced overall grey value, low brightness, low contrast, and 
low signal-to-noise ratio. These problems can hamper the 
performance of image processing algorithms, particularly in 
applications like object detection and classification, and pose 
risks in areas such as autonomous driving. 

To address these challenges, researchers have explored 
various low-light image enhancement algorithms, with both 
traditional and deep learning-based methods gaining 
prominence. Traditional approaches include histogram 
equalization methods and those based on the Retinex model. 
However, these methods may result in unnatural contrast, 
detail loss, and long processing times. Deep learning-based 
algorithms have shown advantages in terms of speed, 
accuracy, and robustness. Notable examples include LLNet, 
Retinex-Net, and Zero-Dce++, each addressing specific 
aspects of low-light image enhancement. 

Despite the advancements in deep learning-based 
methods, issues like noise, artifacts, and distortion persist in 
the improved image quality. This research introduces a novel 
low-light image enhancement technique named Multi-Level 
Network Fusion (MFIE-Net) to overcome these challenges. 
The algorithm involves pre-processing the low-light image 
with a nonlinear transformation, fusing it with the original 
image, and utilizing a convolutional neural network for 
feature extraction. Feature extraction and enhancement 
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modules are employed to improve features at each layer, and 
multi-level network fusion helps mitigate feature loss due to 
down sampling. The proposed algorithm also incorporates a 
loss function combining perceptual, structural, and color 
aspects to enhance overall image quality. 

The primary contribution of this algorithm lies in its 
innovative approach to low-light image enhancement. 
Experimental results demonstrate its effectiveness in 
reducing image noise without introducing color distortion, 
surpassing the performance of other existing techniques. 

II. LITERATURE REVIEW 

The literature review highlights the challenges posed by low-
light conditions on image quality, emphasizing the 
importance of effective image enhancement in applications 
like autonomous driving and surveillance. Traditional 
methods such as histogram equalization and the Retinex 
model, while utilized, are criticized for potential drawbacks 
like unnatural contrast and detail loss. Deep learning-based 
approaches like LLNet and Retinex-Net have shown 
promise, but issues like noise and distortion persist in the 
improved images. 

To address these limitations, the literature introduces a 
novel technique called Multi-Level Network Fusion (MFIE-
Net) for low-light image enhancement. This algorithm 
incorporates pre-processing, image fusion, and convolutional 
neural network-based feature extraction, aiming to overcome 
challenges associated with existing methods. Notably, MFIE-
Net introduces a comprehensive loss function, considering 
perceptual, structural, and color aspects, showcasing its 
innovative approach in reducing image noise without 
introducing color distortion. The literature review sets the 
foundation for subsequent sections, providing context on 
existing methods and motivating the need for the introduced 
MFIE-Net technique. 

III. METHODS 

A. Retinex Method 

Retinex Theory is the method of image enhancement 
which includes discernment of color by a human eye and the 
model of invariance that states that Objects or scenes with 
unchanged properties or characteristics despite changes in 
viewing conditions. Retinex theory suggests that the human 
visual system processes information in a specific manner 
during transmission, removing uncertainties like light source 
intensity and unevenness, thereby enhancing visual 
processing. Correspondingly, only the illumination that 
reflects peculiar characteristics of the object such as 
reflecting coefficient and abstraction. Based of illumination-
reflection model (as shown in fig.1) that gives out the idea 
that the image can be expressed as the result of reflection 
component and illumination component. 

Retinex method of image enhancement works on the 
equation of reflection component, illumination component 
and received image.  

I ( x , y ) = R ( x , y ) L ( x , y ) -------- (1) 

where I ( x , y ) is received image, R ( x , y ) is reflection 
component and L ( x , y ) is illumination component.  

As per the Retinex theory, L(x, y) dictates the dynamic 
range of an image, while R(x, y) determines its inherent 
characteristics. If L(x, y) can be approximated from I(x, y), it 
becomes feasible to segregate the reflection component from 
the overall light, thereby reducing the impact of the 
illumination component on the image and improving its 
overall quality.  Single Scale Retinex Method  By 
normalizing an image's light, the Single Scale Retinex (SSR) 
approach is an image enhancement technique that may be 

used to increase an image's dynamic range and contrast. It is 
a component of the larger Retinex theory, which attempts to 
distinguish between an image's lighting and reflectance 
components. Because it works on a single scale, the SSR 
technique works best in situations with uneven or poor 
lighting. The SSR algorithm provides with more ambient and 
clearer image. Formula for the same is  

Log Ri(x, j) = log Ii (x, y)-log [G( x, y)*Ii( x, y)] ---------(2) 

Where Ri (x, y) shows  the input images, R(x, y) shows111 
the reflection image, i shows the pixel in the image and G(x, 
y) represents the Gaussian function. Formula for the 
Gaussian function is 

G( x, y) = Ke(-(x^2+y^2)/ σ^2 ) -------------------------------------(3) 

where σ is a scale parameter.   

 

Fig.1 Light Reflection Model 

B. Multi-Scale Network Fusion 

 

To model local context in multiscale network 

integration, one can consider introducing combinations of 

weighted features at different scales. One way is to use an 

example like this: 

Ffused= -------- (4) 

 

Where, Ffused represents the fused feature map, N is the 

number of scales, Fi denotes the feature map at the ith scale. 

wi is the weight assigned to the ith scale, reflecting its 

importance in capturing local context.Weights can be 

learned during the study to determine the importance of 

different measures based on the input data. A 

comprehensive review paper should explain how this format 

fits into the existing literature and discuss differences and 

proposed improvements in various ways. It also provides 

insight into the importance of local context modeling in the 

integration of multiscale networks and multidomain 

applications. 
 

C. Local Context Modelling 

In bright conditions, mobile cameras capture good 

images. But, in low light scenes, they often produce pictures 

that are not good and have less contrast. These images pose 

challenges to various fundamental tasks in computer vision, 

such as semantic segmentation, object detection and 

tracking. Thus, it is necessary to develop effective image 

enhancement methods to generate higher-quality images 

from the degraded inputs. To capture well-exposed images 

in low light conditions, camera flash.  

However, such techniques are limited in various aspects. 

Several algorithmic advances have been made to address 

this problem. Initial attempts mainly focus on enhancing 

contrast, and are limited in recovering color and local 

details. A good explanation for this can be attributed to the 

reliance on local operators to model dependency across 

different regions of the bad input. Local operators, typically 

in the form of a convolution kernel, have a fixed, local 
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receptive field. It cannot potentially infer several 

adjustments and remove artefacts that potentially demand 

involvement of correlated information, scattered at various 

spatial scales. However, its potential is not fully harnessed 

for the data-driven based low-light image enhancement 

methods. We show that modeling context flexibly at various 

scales can provide complementary cues, which are not 

typically available with local receptive fields. 

 Global context leverages full spatial extent to search for 

correlated cues in the hope of enhancing a given feature. For 

example, to be able to infer global contrast for a given pixel 

on some foreground object, we may need to refer distant 

background regions. Further, the flexibility of querying full 

spatial extent and adjusting response accordingly allows 

effective local adjustments based on overall lighting 

conditions and scene settings. Example images (as shown in 

fig.2 and fig.3) 

 

 

Fig.2 Local Context Modelling (BEFORE) 

 

Fig.3 Local Context Modelling (AFTER) 

 

IV. NEURAL METHODS 

A. Generative Adversarial Networks (GANs): 

Generative Adversarial Networks (GANs) have 
revolutionized computer graphics by introducing a new 
paradigm for image generation. GANs consist of a generator 
and a discriminator, engaged in a competitive learning 
process. The generator aims to create realistic images, while 
the discriminator's role is to distinguish between real and 
generated images. This adversarial training results in the 
generator creating increasingly realistic content. GANs find 
applications in various fields such as image synthesis, style 
transfer, and even generating entirely new and plausible 
scenes. 

 

B. Neural Style Transfer: 

Neural Style Transfer leverages pre-trained convolutional 
neural networks (CNNs) to apply artistic styles from one 
image to another. The technique involves defining a content 
image and a style image, and the algorithm iteratively adjusts 
the content image to match the style of the reference image. 
This process relies on feature representations extracted by 
deep neural networks at different layers.  

Neural Style Transfer has practical applications in 
transforming photos into artistic masterpieces, allowing users 
to apply the aesthetic qualities of famous 
paintings to their images. Neural Style Transfer involves the 
use of Convolutional Neural Networks (CNNs) to separate 
and recombine content and style features from two input 
images. By minimizing a certain loss function, the algorithm 
generates an image that reflects the content of one image and 
the artistic style of another.  

This technique has found applications in creating visually 
appealing images, turning ordinary photographs into 
artworks reminiscent of famous painters like Van 
Gogh or Picasso. 

 

C. Deep Reinforcement Learning in Graphics:z 

Deep Reinforcement Learning (DRL) has been applied 

in computer graphics to enhance realism in scenes and 

animations. By formulating graphics tasks as reinforcement 

learning problems, algorithms can learn optimal policies for 

dynamic and interactive scenarios. This approach is 

particularly powerful in simulations and gaming, where 

characters and environments dynamically respond to user 

input or changing conditions, resulting in more realistic and 

adaptive graphics. 

D. Neural Networks for Animation: 

In the realm of animation, neural networks play a crucial 
role in character movement and behavior. Recurrent Neural 
Networks (RNNs) and Long Short-Term Memory (LSTM) 
networks are employed to capture temporal dependencies in 
motion sequences, enabling more natural and context-aware 
animations. This has applications in fields ranging from 
animated films to video games, where lifelike character 
animations are essential for an immersive experience. 

E. Interactive Graphics with Neural Networks: 

Interactive graphics benefit from neural networks by 
enabling responsive and dynamic user experiences. Real-
time applications, such as virtual reality (VR) and 
augmented reality (AR), leverage neural networks to adapt 
to user input, providing immersive and engaging visual 
interactions. This intersection of neural networks and 
interactive graphics is at the forefront of enhancing user 
engagement in various digital environments. 

F. Neural Networks for Image Enhancement: 

Neural networks contribute significantly to image 
enhancement, where models are trained to improve the 
quality of images by reducing noise, enhancing details, and 
improving overall visual appeal. Super-Resolution 
Convolutional Neural Networks (SRCNNs) are one 
example, effectively upscaling images to higher resolutions 
while maintaining sharpness and clarity. 

G. Neural Networks in 3D Graphics: 

In 3D graphics, neural networks are employed for tasks 
such as object recognition, scene understanding, and texture 
synthesis. Convolutional Neural Networks (CNNs) and 
PointNet architectures are used to analyze and interpret 
three-dimensional scenes, enabling more accurate 
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representation and manipulation of 3D objects in 
virtual environments. 

CONCLUSION 

Image enhancement is a crucial aspect of image processing, 

aiming to improve the visual quality of images for better 

interpretation and analysis. Three prominent methods 

include Retinex, Multi-Scale Network Fusion, and Local 

Context Modeling. Retinex decomposes an image into its 

illumination and reflectance components, addressing issues 

related to uneven lighting conditions and enhancing overall 

image contrast. Multi-Scale Network Fusion uses deep 

learning techniques to integrate information from multiple 

scales, capturing both global and local features. Local 

Context Modeling emphasizes the importance of 

considering the surrounding context of each pixel in the 

image, preserving local structures and relationships. 

Choosing the best method depends on the specific 

characteristics of the images and the enhancement goals. 

Retinex may be suitable for addressing illumination issues, 

Multi-Scale Network Fusion excels in capturing a broad 

range of features, and Local Context Modeling is valuable 

for preserving local structures. The choice of method should 

be based on the specific requirements of the image 

enhancement task, considering factors such as the nature of 

the images, desired visual outcomes, and available 

computational resources. 
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