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Abstract:  In this article, we demonstrate how deep learning was used to implement handwritten character recognition 

in Marathi. Because of its significant contribution to automation systems, handwritten character recognition is 

becoming more important. One of the several language scripts used in India is the Devanagari script. There are 12 

vowels and 36 consonants in it. Here, we used a deep learning model to implement character recognition. Pre-

processing, segmentation, feature extraction, prediction, and post-processing are the five main phases in character 

recognition. To train the model and employ character recognition and anticipate the accuracy of recognition, the 

model will make use of convolutional neural networks and image processing techniques.  
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I. INTRODUCTION 

 

Deep convolutional neural networks have been tested on a variety of issues using a hierarchical architecture, countless 

parameters, and learning from enormous databases. Convolutional neural networks (CNNs) are a subclass of deep neural 

networks that are particularly well-suited for image or video processing, type recognition, and sample reputation. They are 

composed of several convolutions, pooling layers, and fully linked layers. In recent years, CNN has drawn attention for achieving 

cutting-edge results in a variety of laptop vision applications, including the pharmaceutical, aerospace, natural language 

processing, and robotics industries. High computing costs for information processing and determining the best CNN architecture 

parameters are just two of the difficulties we confront when designing the CNN architecture. There are other difficulties we 

confront, such as the high computational cost of processing information and determining the best CNN architecture settings. 

Many academics have used the ideal CNN design to improve performance in order to tackle this issue. 
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   DEVANAGARI SCRIPT 

The most widely used script in India is Devanagari, which is used for languages including Sanskrit, Marathi, 

and Hindi. There are 36 consonants and 12 vowels in the Devanagari alphabet. 

 

 

 

Table 1: Basic consonants in Devanagari 

  

Table 2: Basic vowels in Devanagari. 

. 

II. LITERATURE SURVEY 

[1] The authors of the paper [1] used KNN and SVM to accomplish Marathi handwritten character classification. The 

dataset utilised includes every Marathi character as well as several writing styemes.The input dataset is the Kaggle 

dataset. The canny approach is used to detect edges. Next, undesired portions are removed and filled in using 

morphological procedures. Characters are then cropped using the bounding box technique, and the image is then 

normalised. By detecting the direction and gradient of the pixel using the Sobel filter, the HOG method is used to extract 

the feature vectors from the pre-processed image.  

 

[2]Rectangle Histogram Oriented Gradient [R-HOG] was employed by the authors of study [2] for feature extraction, 

while feed-forward artificial neural networks (FFANN) and support vector machines (SVM) with radial basis functions 

(RBF) were utilised for classification. Noise reduction, edge detection, patching together of tiny broken letters, 

normalisation, region filling, and segmentation are the key pre-processing goals utilised here. The bounding box is used 

to segment the data. Before being transmitted for normalisation, the characters that have been split are further chopped. 

In order to conduct the experiment, MATLAB 8.0 is used. 

 

 [3] In paper [3], authors used SVM with the linear kernel as a classifier and K-Means Clustering as a feature extraction 

technique to recognise handwritten Hindi characters. Binarization, morphological procedures to remove the horizontal 

bar, feature extraction, and classification are used as preprocessing steps. Implementation is performed using MATLAB. 

The Hindi word input dataset is provided as the input. After being removed from the word, the characters are scaled to 

70x50 pixels. There are seven horizontal segments in this enlarged binary picture.Each portion is subjected to K-means 

clustering, with the 5 centroids supplied. K-means clustering is used to extract a vector containing 35 values from the 

image. Each character has a set of feature vectors. The results of classification using the Support Vector Machine (SVM) 

and the Euclidean distance method are contrasted. 

 

http://www.ijcrt.org/


www.ijcrt.org                                                               © 2023 IJCRT | Volume 11, Issue 5 May 2023 | ISSN: 2320-2882 

IJCRT23A5323 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org l84 
 

III. RESEARCH METHODOLOGY 
 

Our recommended mechanism should achieve the following goals: Deep convolutional neural networks have surpassed 

standard shallow networks in a number of recognition tests. We explore the application of alternate architecture and 

methodology for character recognition in contrast to Deep CNN's conventional approach. to describe the design of the 

proposed method and algorithms. to describe the suggested algorithms for practical analysis and determine how 

effective they are. to evaluate and contrast the recommended and existing methods in order to increase the precision of 

character identification. Information on studying Marathi Devanagari script is provided in this section.  After choosing 

the dimension, ten writers and twenty-four alphabets' worth of handwritten characters (10 writers, 24 alphabets, 10 per 

alphabet) were recorded. The total database size was 2400. We used a total of 2000 data sets after removing noisy data 

and photos that were not associated with the established parameter alphabets. For recording the handwritten characters, 

which have a 32x32 dimension each, we used the MS Paint application. The photos have an 8bpp grey level. We 

carefully account for rotation and shift while recording. Then, each image was normalised by a value of 255 to have a 

dynamic range of 0–1. The NN we take into account is a dense network with 1024 input nodes, two hidden layers, and 

a final output layer of 24. (number of alphabets). Relu is the activation for the hidden layer, and Tanh is the output 

activation. To avoid data overfitting, we additionally added a 10% dropout for each layer. For input during training, 

each normalised alphabet image is reduced to a single vector of 1024 pixels. A vector with a single hot representation 

and a size of 24 is the relevant output. Adam was employed as the optimizer during training with a loss function of 

binary cross entropy and a learning rate of 0.0001. We split the data in half, 80:20 each for training and validation. 

Network training is carried out over 500 epochs in batches of 8 epochs. Throughout testing, we follow the same process 

and select the predicted alphabet by using the max operator on the output probabilities. Many types of information that 

were formerly saved on paper are being converted to electronic form for better storage and more intelligent processing. 

Document representation as images is unsatisfactory because the user is unable to edit or review the document. We have 

decided to concentrate our research on the development of OCR systems because there are so many potential 

applications for them in business and industry. A computer can read text from a photograph using a technology called 

OCR. Digitalizing printed text is necessary so that it may be read electronically, stored compactly, or applied to 

automated processes like translation or text-to-speech conversion. The numerous training layers and the ideal result will 

be taken into account. Layer dropout: Use an average dropout rate of 15%–30% of neurons, with 15% being a good 

place to start. A probability that is too high inhibits the network from learning enough, while one that is too low has 

little effect. When dropouts are used on a larger network, the model has a greater chance of learning independent 

representations, which is likely to result in the best performance. We have had success using dropout on incoming 

(visible) as well as concealed units at each tier of the network. Utilise a high momentum and decay with a high learning 

rate. Increase your learning rate by a factor of 15 to 100 by using a high momentum value of 0.9 or 0.99. restrict the 

network's weights' size. With a high learning rate, very large network weights can be generated. A restriction on the 

size of network weights, such as maxnorm regularisation with a size of 4 or 5, has been shown to improve results. Thick 

Layer: A dense layer in a convolution neural network is only an additional layer of standard neurons. The layer of 

closely connected neurons that comes before each neuron provides input. Along with a bias vector b and a weight matrix 

W, the activations from the layer a layer before it are also present. Symbolising the multiplication of matrix vectors is 

a dense layer. The values in the matrix correspond to the trainable parameters that are updated during back propagation 

if your batch size is 1 (assumed). T.W., W. Rnmu, W. Rnxm, and uT.W. The output is an m-dimensional vector as a 
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result. Therefore, using a dense layer is necessary to change the vector's dimensions. Your vector is mathematically 

transformed by being translated, scaled, and rotate 

 

 

IV. SYSTEM ARCHITECTURE 

 

 

 

 

 

Building a system for recognising handwritten Marathi Devanagari script is the aim of this research, which aims to 

develop a computationally efficient segmentation approach. Optical character recognition is not a one-step process in 

its entirety. It starts with preprocessing and ends with classification and recognition stages, as seen in the image. Our 

study's objective being the offline recognition of Devanagari texts, we have gathered data in the form of handwritten 

documents made using any colour pen. The first step is to convert handwritten content into an editable format. The 

fact that the data could be in a variety of formats means that we don't need to worry about its type. One may, however, 

take into account having more control over the data being collected as technology develops. We can pick our favourite 

texturing format, and the finished work is available in notepad or doc format. 

      

V. ALGORITHM 

Deep artificial neural networks called convolutional neural networks are typically used to classify photos (e.g., label 

what they see), group them together based on similarities (photo search), and recognise objects in situations. These 

algorithms are capable of recognising a wide range of visual data, including faces, 

people, street signs, cancers, platypuses, and many others. One of the key factors that has caused the world to realise 

the effectiveness of deep learning is the effectiveness of convolutional networks (also known as CNNs or ConvNets) in 

image recognition. They are driving significant developments in computer vision (CV), which has obvious uses in 

robotics, drones, security, and the diagnosis and treatment of blindness. Convolutional, pooling, flattening, dense, and 
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dropout layers make up the convolutional neural network. In the convolutional layer, the convolutional procedures are 

carried out. To get around the issues with overfitting, employ the dropout layer. 

 

VI. RESULT AND OUTPUT 
 

 

 
VII. CONCLUSION 

 

Due to the wide range of potential applications, the recognition of handwritten characters has been a well-liked study 

topic for many years.We introduced the Devnagari Character Dataset, a brand-new dataset that is freely accessible to 

all researchers. It contains 92 thousand photos of 46 different Devnagari script characters. With the Devnagari Dataset, 

we looked at the difficulties in character classification. The difficulties arise from the dataset's large number of 

characters, many of which are aesthetically similar or are typically spelled in similar ways. Moreover, the base form of 

consonant characters in Devnagari script can be joined with vowels to generate extra characters; however, this 

combination is not examined in this study. We suggested two deep learning models to train the dataset for recognition. 

In order to avoid these networks becoming overfit, we also looked at the impact of dropout layers and dataset increment. 

According to the experimental findings, Deep CNNs with a Dropout layer and Dataset Increment Technique can 

produce extremely high test accuracy even for a complex and varied dataset like ours.  
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