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Abstract:  The bone is a major component of the human body. Bone provides the ability to move the body. The bone fractures 

are common in the human body. The doctors use the X-ray image to diagnose the fractured bone. The manual fracture detection 

technique is time consuming and also error probability chance is high. Therefore, an automated system needs to develop to 

diagnose the fractured bone. The Deep Neural Network (DNN) is widely used for the modeling of the power electronic devices. 

In the present study, a deep neural network model has been developed to classify the fracture and healthy bone. The deep 

learning model gets over fitted on the small data set. Therefore, data augmentation techniques have been used to increase the 

size of the data set. The three experiments have been performed to evaluate the performance of the model using softmax and 

Adam optimizer. The classification accuracy of the proposed model is 92.44% for the healthy and the fractured bone using 5 

fold cross validation. The accuracy on 10% and 20% of the test data is more than 95% and 93% respectively. The proposed 

model performs much better than [1] of the 84.7% and 86% of the  
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I. INTRODUCTION 

The human body consists of many types of bone. Bone fractures are mostly caused by the automobile accident or bad fall. The bone 

fractured risk is high in aged people due to the weaker bone [3]. The fracture bone heals by giving proper treatment to the patient. The 

doctor uses x-ray or MRI (Magnetic Resonance Imaging) image to diagnose the fractured bone [4]. The small fracture in the bone 

becomes difficult to analyze by the doctor. The manual process for the diagnosis of the fractured bone is time consuming and the error 

probability is also high. Therefore, it is a necessity to develop a computer based system to reduce the time and the error probability 

for the fracture bone diagnosis [4]. The 

 

 

II. TYPE STYLE AND FONTS 

Of five years. The time series monthly data is collected on stock prices for sample firmsand relative macroeconomic variables for 

the period of 5 years. The data collection period is ranging from January 2010 to Dec 2014. Monthly prices of KSE -100 Index is 

taken from yahoo finance. 

III. EASE OF USE 

Bone fracture detection and classification has been developed in the past. Dimililer and Kamil [7] have used ANN (Artificial 

Neural Network) to classify fracture bone and edges in the image. After that features are extracted from the bone image. Finally, 

system is trained with the features and classification is performed by the ML (machine learning) algorithms but authors have not 

classified the bone into the healthy and the fracture. Yang et al. [8] have used a contour feature of the x-ray image to detect the 

fractured bone. The accuracy of the system is 85%, which need to improve. In the paper of the Chai et al. [9] Gray-Level Co-occurrence 

Matrix (GLCM) was used to extract the texture feature to classify the bone into the fracture and the non-fracture. The features are 

extracted from the image of the size 410×500 resolution. The classification accuracy of their system is 86.67%. 

 

http://www.ijcrt.org/


www.ijcrt.org                                                             © 2023 IJCRT | Volume 11, Issue 5 May 2023 | ISSN: 2320-2882 

IJCRT23A5300 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org k919 
 

In the present work, we have developed a deep neural network for the identification and the classification of the healthy and the 

fractured bone. The data set consists of 100 images of different types of human bone. The deep neural network gets over fitted 

due to a small data set. Therefore, an image augmentation technique was has applied on the data set.The classification accuracy 

of the proposed model is 92.44% for the healthy and the fractured bone using 5 fold cross validation. The classification accuracy 

on 10% and 20% test data is more than 95% and 93% respectively. The proposed model performs much better than [1] of the 

84.7% and 86% of the [2]. 

The proposed paper consists of five sections as follows: Section 2 contains the proposed work with details of data set. Section 3 

describes the results and section 4 represents the conclusion and future scope of the proposed scheme. 

 

PROPOSED WORK: 

This section includes data collection, augmentation of data using transformations of the image and finally classification of healthy 

and cancerous bone using deep CNN. 

The experiment has been performed on the bone X-ray image data sets, collected from different sources publicly available for 

research such as the Cancer Imaging Archive(TCIA) and Indian Institute of Engineering Science and Technology, Shibpur 

(IIEST) [13].The fracture and the healthy bone is shown in figure1. 

 

 

Fig 1.The facture and healthy bones 

 

Data Augmentation: In a deep learning approach, the size of the data set is an important component. If the data set size is small, 

then the possibilities of over fitting may arise [10]. To overcome this problem, data augmentation technique is used to increase the 

size of the data set. Keras module provides ImageDataGenerator method to augment image11]. We have applied an image 

transformation technique flipping and shifting to generate a new image from the available data set. The more generalize capability 

of a machine learning model can be achieved by training with the original image and with the augmented image. In the past several 

researchers have used data augmentation technique to reduce the error rate of the machine learning model [12].In the present study 

data set is a collection of the different types of the human bone. The data set size is small due to this memorization of the algorithm 

may arise. Therefore, we have applied an image augmentation technique to increase the size of the data set [13]. 

1 .Rotation (40º): The image is rotated in the random direction in the left or right through 40º in the range of 0- 180. 

2. Zoom (10%): The new pixel value was added to the original pixel of the image and the closest value was chosen 

3. Horizontal Flip: The pixel values are moved in the random direction and pixel values are moved horizontally from one half of 

the image to the other half. 

4. Vertical Flip: The image was vertically flipped by drawing horizontal from the center of the image. 

5. Shearing (40%): The image was shift at a specific angle in the counter-clockwise direction. The value was set to 40º in the present 

study. 

The images are transformed with the open source programming language python and keras library. The transformed images are 

shown in figure2. After augmentation the data set size is 4000, out of which 2000 are of the cancerous bone and 2000 are of the healthy 

bone. 

The images are transformed with the open source programming language python and keras library. The transformed images are 

shown in figure2. After augmentation the data set size is 4000, out of which 2000 are of the cancerous bone and 2000 are of the healthy 

bone. 
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Proposed CNN Model Architecture: In the proposed work a deep convolution neural network model has been 

Designed. It contains convolution, pooling, flatten and dense layer [14]. The feature of the input image is automatically 

extracted by CNN and a fully connected layer is used to classify them into the cancerous and the healthy bone. The pooling layer 

and convolution layer (CL) extract features from the image [15]. At each of the convolution and pooling layer, a suitable size of 

3x3 is applied to remove noise. After that classification is performed by the dense layer. The architecture of deep CNN is shown 

in figure3. The description of each phase is as:  

CL: In the present study we, have apply 4 convolution layers CL of 16 feature map with filter size of 3x3;CL of 32 feature map 

with filter size of 3x3;CL of 64 feature map with filter size of 3x3; CLof 128 feature map with filter size of 3x3. The convolution 

layer extract feature from the input image by applying filters. The convolution layer extract feature from the input image by 

applying filters. 

Max-Pooling Layer: It was used to reduce the dimension of the filtered image at each convolution layer. Therefore this layer 

focused on the concerned object in the image and best feature of the image. In the proposed study at each convolution layer, a 

max-pooling layer of size 2x2 has been applied. 

Flatten Layer: This layer reduced the 2- dimensional feature vector into an array that is feed to a fully connected layer. 

Fully Connected Layer: This layer is also known as fully dense layer. We have added one dense layer, because of binary class 

problem. The proposed model predictsthe bone into the healthyand the fracture. The activation function relu has been 

implemented in each layer. In the dense layer two activation functions softmax and adamax have been used to one at a time. We 

added two output nodes for the cancerous and the healthy bone. 

 

 

                                                                                      Fig2.Augmented image of the1, 2, 3, 4 and 5 process respectively 

 

 

 

                                                            Fig3.CNN model for the bone classification 
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RESULT AND ANALYSIS: 

The experiment was performed using python 3.8, anaconda 3 with Jupiter notebook in the window 10 operating system with 8 

GB RAM and i7 processor. The three experiments are conducted as follow. 

 

Experiment 1: 

First the deep CNN are trained with the 90% of the sample and testing has performed with 10% of the samples. The activation 

function softmax was used for 100 epochs with batch size of 40. After that the activation function Adam was used for 100 epochs 

with a batch size of 40.The batch normalization was applied to minimize the fluctuation of the performance. 

Experiment2: 

 In this experiment deep CNN model was trained with 80% of the sample and testing was performed with 20% of the sample. The 

activation function softmax was used for 100 epochs with batch size of 40. After that the activation function Adam was used for 100 

epochs with batch size of 40. 

Experiment3. We have applied 5 fold cross validation to our data set to further investigate the performance of the system. 

 

EXPERIMENT EVALUATION: 

 

The performance of the system was measured using two matrices one for the training data and other for the test data. The training 

accuracy (TR-Ac) measure the performance of the model on the training data set and the validation accuracy (VL-Ac) measure the 

accuracy of the system on the unseen data. The training loss (TR-Loss) and the validation loss (VL-Loss) were also calculated to 

measure the error in the training and the validation data. 

 

The experiment results of the experiment1 are shown in table1. The healthy and the fracture bone image data set were loaded to the 

system. The binary class classification problem loss was calculated using binary_crossentropy. The performance of the Adam 

optimizer is much better than the softmax in term of the accuracy metrics and the loss metrics 

TABLE I. EXPERIMENT RESULTS OF DATA SET USING SOFTMAX AND ADAM OPTIMIZER ON 90% TRAINING AND 

10% TEST DATA SET 

 

 

 

Exp-1 

Healthy Bone Using 

Adam 

98.03% 95.23% 0.046 0.9807 

Fracture Bone Using 

Adam 

98.45% 95.67% 0.035 0.5608 

 

The experiment2 results are shown in the table2. In the experiment2, the data set was divided into the 80% and 20% ratio for 

the training and the testing. The performance of the Adam optimizer is much better than the softmax in term of theaccuracy 

metrics and the loss metrics. 

 

TABLE II.EXPERIMENT RESULTS OF DATA SET USING SOFTMAX AND ADAM OPTIMIZER ON THE 90% TRAINING 

AND 20% OF THE TEST DATA SET. 

 

Exp. Id Exp. description Accuracy Type (Tr-

acc) VL-acc) 

Loss Type 

(Tr-Loss) (VL- 

Loss) 

 

Exp-2 

Healthy Bone Using 

softmax 

95.03% 91.42% 0.085 0.1723 

Fracture Bone Using 

softmax 

96.42% 92.02% 0.077 0.9812 

Healthy Bone Using 

Adam 

96.18% 92.25% 0.052 0.1107 

Fracture Bone Using 

Adam 

97.45% 94.67% 0.045 0.6102 
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The experiment results of the experiment3 are shown in the table3.In the experiment 3 the 5 fold cross validation was applied 

on the data set to further evaluate the performance of the different ML techniques. The training and the test result of the fold4 is 

better compare to the other folds. Thus, we can conclude that the batch size of the training and the test data set can affect the 

performance of the system. 

 

TABLE III.EXPERIMENT RESULTS OF THE5 FOLD CROSS VALIDATION. 

 

Metrics Fold1 Fold2 Fold3 Fold4 Fold5 Average 

Tr-acc 94.12% 93.25% 93.14% 97.16% 95.23% 94.58% 

VL-acc 91.20% 92.24% 89.25% 95.26% 94.23% 92.44% 

Tr-Loss 0.0751 0.8503 0.5791 0.45023 0.0521 0.4013 

VL- 

Loss 

0.8413 0.7451 0.6214 0.4612 0.5404 0.6481 

 

 

The training and the test accuracy of the experiment1 indicates that on the 80% of the training data and the 10% of the testing data 

set, the performance of the system is better compared to the other experiment. In deep learning the over fitting problem may occurs 

due to the small size of the data set. Therefore, 5 fold cross validation was applied on the data set. The Adam optimizer performs better 

in all the performed       experiments. 

COMPARISON OF THE PROPOSED METHOD WITH OTHER METHODS: 

In the present approach long bone, short bones and flat bones fracture detection has been proposed using tensor flow and deep learning 

approach. Yang and Cheng have used ANN to classify the long bone using contour based feature selection technique. The features 

are selected using PCA (Principal Component Analysis) by forming the cluster. The accuracy of the method is 82.98%. Chai et al. 

have used Gray Level Co-occurrence Matrix (GLCM) to extract texture feature for the long bone fracture detection. The accuracy of 

the method is 86.67%.Tripathi et al. have used support vector machine (SVM) to classify the human bone into the fracture and thenon-

fracture bone. The accuracy of the model is 84.7%. The proposed model is much better than the state-of art with 92.44 in the 5- fold 

cross validation. 

 

CONCLUSION: 

In this paper bone fracture detection and classification system using deep learning technique has been developed. The X-ray image 

of the human fracture bone and the healthy bone were used to perform the experiment. The original 100 images were collected from 

the different source. The data set was augmented to overcome the over fitting problem in the deep learning on the small data set. 

Finally, the size of the data set was set to 4000. The classification accuracy of the model is 92.44% for the healthy and the fractured 

bone. The proposed accuracy is much better than [7] of 82.89% and 84.7% of the [9]. The accuracy of the model can be further 

improved by selection of other deep learning model. The system needs validation on the larger data set to further investigate the 

performance. 

 

REFERENCES: 

[1] Tripathi, A. M., Upadhyay, A., Rajput, A. S., Singh, A. P., & Kumar, 

B. (2017, March). Automatic detection of fracture in femur bones using image processing. In 2017 International Conference 

on Innovations in Information, Embedded and Communication Systems (ICIIECS) (pp. 1-5). IEEE. 

[2] Chai H.Y, Wee K.L, Swee T.T, Salleh S.H, Ariff A.K , Kamarulafizam(2011), Gray-Level Co-occurrence Matrix Bone 

Fracture Detection .American Journal of Applied Sciences vol 8, pp 26-32. 

[3] S. Myint, A. S. Khaing& H. M. Tun(2016), Detecting Leg Bone Fracture in X-ray Images, International Journal of Scientific 

& Research, vol. 5, Jun, pp. 140-144. 

[4] Mahendran S. K. &BabooS. S. (2011), An Enhanced Tibia Fracture Detection Tool Using Image Processing and 

Classification Fusion Techniques in X-Ray Images, Global Journal Of Computer Science and Technology, vol. 11, pp. 

27-28. 

[5] V. D. Vegi , S. L. Patibandla, S. SKavikondala, Z. Basha(2016), Computerized Fracture Detection System using x-ray 

Images, International Journal of Control Theory and Applications, vol. 9, pp. 615-621. 

[6] McBee& Morgan P. (2018) Deep learning in radiology, in Academic radiology, vol 25, issue 11, pp 1472-1480. 

http://www.ijcrt.org/


www.ijcrt.org                                                             © 2023 IJCRT | Volume 11, Issue 5 May 2023 | ISSN: 2320-2882 

IJCRT23A5300 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org k923 
 

[7] Kim, D. H., & T. MacKinnon (2018) Artificial intelligence in fracture detection: transfer learning from deep 

convolutional neural networks, Clinical radiology vol 5,pp 439-445. 

[8] Dimililer&Kamil(2017), IBFDS: Intelligent bone fracture detection system, Elsevier Procedia computer science vol 

120 pp 260-267. 

[9] Yang A.Y.,&Cheng L.(2019),Long-Bone Fracture Detection Using Artificial Neural Networks Based on Contour 

Features of X-Ray Images, arXiv: 1902.07897v1, 21 

[10] Data Set: (Fracture Bone) Available: https://www.iiests.ac.in/ last access: Sep 14, 2019. 

[11] Korfiatis, Vasileios Ch., TassaniS., George K. M.(2018), A new Ensemble Classification System for fracture zone 

prediction using imbalanced micro-CT bone morphometrical data, IEEE journal of biomedical and health informatics 

vol 22,issue 4,pp 1189-1196. 

[12] ZiedanR. H., Mohamed A., EltawelG.S.(2016),Selecting the appropriate feature extraction techniques for automatic 

Medical Image classifications, International journal of Emerging Engineering Research and Technology, Volume 4, pp 

1-9. 

[13] Krizhevsky, A.; Sutskever, I., Hinton, G.E.(2012), ImageNet classification with deep convolutional neural networks.In 

Proceedings of the 25th International Conference on Neural Information Processing Systems, Stateline,NV, USA, 3–6 

December 2012; pp. 1097–1105. 

[14] Ciresan, D.C.; Meier, U.; Masci, J.; Gambardella, L.; Schmidhuber, J.(2011), Flexible high performance 

convolutionalneural networks for image classification. In Proceedings of the International Joint Conference on 

ArtificialIntelligence(IJCAI), Catalonia, Spain, 16–22 July 2011; Volume 22, p. 1237. 

[15] Ebsim, Raja, Naqvi J., Timothy F.(2018), Automatic Detection of Wrist Fractures From Posteroanterior and Lateral 

Radiographs: A Deep Learning-Based Approach, International Workshop on Computational Methods and Clinical 

Applications in Musculoskeletal Imaging, Springer, Cham,pp 114-125 

[16] Yadav, D. P., Sharma, A., Singh, M., & Goyal, A. (2019). Feature Extraction Based Machine Learning for Human Burn 

Diagnosis From Burn Images. IEEE Journal of Translational Engineering in Health and Medicine, 7, 1-7. 

[17] Rathor, S., & Jadon, R. S. (2019). The art of domain classification and recognition for text conversation using support 

vector classifier. International Journal of Arts and Technology, 11(3), 309-324. 

[18] A.T.Ghorude, G.S.Patil, A.S.Chavan, P.G.Patil, “Tap for Ease With NFC”, IJETT ISSN: 2350-0808, April 2015, vol. 2. 

[19] Pramod Gorakh Patil, Vijay Kumar Verma, “A Recent Survey on Different Symmetric Based 

Cryptographic Algorithms”,IJCAT ISSN: 2348-6090, vol. 3, Feb. 2016. 

[20] Pramod Gorakh Patil, Vijay Kumar Verma, “A Reliable Secret Key Algorithm for Encryption and Decryption of Text Data”, 

IJRTER, ISSN: 2455-1457, vol. 02, Feb. 2016. 

[21] Pramod.G.Patil, Sneha.A.Khaire, “Fine-Grained Knowledge in Agriculture System”, IJCSE E-ISSN: 2347- 2693, vol. 5, Oct. 

2017. 

[22] Pramod.G.Patil, Fahad Khan, Komal Jain, Moiza Shaikh, Priyanka Patil, “Smart Bazaar-Android Application using Geospatial 

Technology”, REDSET 2016. 

[23]Pramod Gorakh Patil, Aditya Rajesh Dixit, Aman Sharma, Prashant Rajendra Mahale, Mayur Pundlik Jadhav , “Secure Data 

Deduplication System with Tag Consistency in Cloud Data Storage”, IJCRT ISSN: 2320-2882, vol. 06, Feb. 2018. 

[24]P.G.Patil, Vishakha Khalane, Payal Tank, “Wi-Fi Dustbin”, IJCEA ISSN: 2321-3469, vol. 12, march 2018. 

[25]Pramod Patil, Prasad Javharkar, Manoj Dashpute, Akshay Damale, Sanju Kheriya, “IoT Based Robot Navigator”, ICATESM 

E-ISSN: 2321-9637, 2019. 

[26]Pramod Patil, Amruta bhange, Shweta Jagtap, Rakshali Marathe, Swikruti Chaudhary, “Melonoma Skin Cancer Detection 

Using Image Processing”, IJCRAR E-ISSN: 2348-1269, P-ISSN: 2349-5138, vol. 06, march 2019. 

[27]Phalguni Nikam, Prof. Pramod Patil, Meetali Patidar, Aishwarya Nanoskar, Pranav Parmar, Jayesh More, “Cheque Bounce 

Detection System Using Image Processing”, IRJET E-ISSN: 2395-0056, P-ISSN: 2395-0072, vol. 07, Jan. 2020. 

[28]Prof. Pramod Patil, Ankita Kashmire, Pooja Kute, Pradnya Rathor, Anam Shaikh, “Tract Angle using Machine Learning” , 

IJRASET ISSN: 2321-9653, vol. 08, Jan-2020. 

[29]Prof.Pramod Patil, Vaibhav Kale, Ganesh Kadam, Chetan Ugale, Mohit Deore, “Service Base Application”, IRJET E-ISSN: 

2395-0056, P-ISSN: 2395-0072, vo. 07, Feb. 2020. 

[30]Mr. Prathamesh Shrinivas Sahasrabhojane, Prof. Pramod.G.Patil, Mr. Pushkar Ashok Thakur,Mr. Hritik Sanjay Sanghavi, 

http://www.ijcrt.org/
http://www.iiests.ac.in/


www.ijcrt.org                                                             © 2023 IJCRT | Volume 11, Issue 5 May 2023 | ISSN: 2320-2882 

IJCRT23A5300 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org k924 
 

“Augmented Reality Media (Ed.AR), IJRASET ISSN: 2321-9653, vol. 09, Mar. 2021. 

[31]Prajakta Dhatrak, Pramod Patil, Dipalee Shelar, Truptika Gangurde, Shruti Sonawane, “Print on Air: Implementation of a 

Cloud-based Printing Order Management System”, IJRASET ISSN: 2321-9653, vol. 09, Mar. 2021. 

[32]Swagat Ahire, Prof. Pramod Patil, Tejas Patil, Satyam Chaudhari, Damini Pagar, “Result Analysis: Remotely Accessible 

Security System using IoT”, IJRASET ISSN: 2321-9653, vol. 09, Mar. 2021. Gaurav Kumar D.K. Singh, Prof. Pramod Patil, 

Pooja Mahendra Sali, Rameshwari Devidas More, Mayuri Raju Pawar, “Face Mask Detection with Alert System using Artificial 

Intelligence: Implementation of a Pre- Trained Model in Detection of Masks”, IJRASET ISSN: 2321-9653, vol. 09, Mar. 2021. 

[33]Gaurav Kumar D.K. Singh, Prof. Pramod Patil, Pooja Mahendra Sali, Rameshwari Devidas More, Mayuri Raju Pawar. “A 

Result Analysis of Mask Detection based Notification System” , IJRASET ISSN: 2321-9653, Vol. 09, Jun. 2021. 

[34]Paras Patil, Prof. Pramod Patil, Swapnil Patil, Nikhil Shinde, Purab Kharchane, “Affinity Finder for Matrimonial Site using 

AI” , IJCRT , ISSN: 2320-2882, vol. 09, Dec. 2021. 

[35]Abhishek Sasale, Prof. Pramod Patil, Abhishek Rathi, Vinit Salve, Sanket Gite, “An Intelligent Secure Question Paper 

Generation System”, IJCRT, ISSN: 2320-2882, Vol. 09, Dec. 2021. 

[36]Aniket Fulzule, Prof. Pramod Patil, Abhishek Thakre, Ameya Mahale, Shubham Shelke, “A Mobile Application for Early 

Diagnosis of Pneumonia”, IJCRT, ISSN: -2320-2882, vol. 10, Jan. 2022. 

[37]Chetana Mali, Prof. Pramod Patil, Sanket Mahajan, Pranav Pardeshi, “Restaurant Menu Card by Using Augmented Reality” , 

IJRES, ISSN: 2320-9364, pp. 26-29. Vol.09, Dec. 2021. 

[38]Jayesh Koli, Prof. Pramod.G.Patil, Krutika Karad, Atharv Borse, Pranav Wagh, “Lung Cancer Detecting Using Machine 

Learning”, IJSREM, ISSN: 2582-3930, Vol. 06, Nov. 2022. 

http://www.ijcrt.org/

