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Abstract: In compared to its analogue predecessors, the digital IP video system offers a wide range of features and capabilities, but 

it still faces significant difficulties in the creation and implementation of intelligent and efficient systems. This initiative aims to 

satisfy the rising need for automated analysis and comprehension of human behaviour. The presentation of a real-time human 

activity identification system built on global feature extractions. The suggested method calculates an image's characteristics from 

video sequences. The goal is to combine local and global properties to create a powerful real-time recognition system. We utilize 

the UT Dataset, which includes the following actions: embracing, handshakes, kicking, punching, and pushing. Convolution neural 

networks (CNN) are used to instantly identify various human actions. Similar videos based on action recognized in input videos are 

retrieved from the dataset as output. 
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I. INTRODUCTION 

As more digital video cameras are utilized in daily life, an increasing amount of video footage is being produced, shared online, and 

stored in massive video data sets. Human action recognition is a popular area of study because to its potential uses in content-based 

video retrieval, human-computer interaction, and sports annotation. As an illustration, the visual system in a sizable public area may 

automatically extract high-level semantic data from the video with accurate human action recognition. The early attempts at human 

action recognition used the tracks of a person's body parts as input characteristics.  

The majority of current research, however, moves away from the high-level representation of the human body (such as the skeleton) 

and towards a collection of low-level data (such as local features) since full-body tracking from movies is still a challenging 

challenge. Microsoft Kinect, one of the most recent developments in depth sensors, provides real-time full-body tracking at an 

affordable price with sufficient accuracy. This gives us another opportunity to research skeleton-based characteristics for activity 

identification. 

Past research proposed algorithms to classify short videos of simple periodic actions performed by a single person (e.g. ‘walking’ 

and ‘kicking). In real-world applications, actions and activities are seldom periodic and are often performed by multiple persons 

(e.g. ‘pushing and ‘hand shaking). Recognition of complex non-periodic activities, especially interactions between multiple persons, 

will be necessary for a number of applications (e.g. automatic detection of violent activities in smart systems). 

 
1.1 MOTIVATION: 

Existing algorithms, classify videos of simple periodic motion performed by a person. In real-world applications, motions and 

activities are seldom periodic and are often performed by multiple persons. Recognition of complex non-periodic activities, 

especially interactions between multiple persons, will be necessary for a number of applications. 

 

1.2 GOALS AND OBJECTIVES: 

– Accurate result in recognizing common activities. 

– Recognizes interactions between persons (hand shaking, hugging, pushing, kicking, approaching). 

– Easy to operate. 

– Provides quick and accurate results. 

 

1.3 MATHEMATICAL CALCULATIONS: 
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1.3.1 Mapping Diagram- 

 

 U1,U2,….Un= No of users. 

 V1,V2,…..Vn=No of video’s 

 

 

 

 

 

 

 

 

 

 

 

 S=System 

 R=Response 

 

1.3.2 Set Theory- 

 

 S = {s, e, X, Y, φ} 

 S = Set of system 

 S = Start of the program User Register to system. Login to system 

 X = Input of the program 

 X = {V1,V2,…..Vn} 

Where, 

V1,V2,…..Vn=No of video’s selected by users. Recognize the activity of persons in selected video. 

 Y = Output of the program 

 Y = {A} 

Where, 

A = Activity like Pushing, Hand shaking etc.      e = End of the program 

 

 

 

I. LITERATURE SURVEY 

 

A real time human activity recognition system based on Radon transform (RT), Principal Component Analysis (PCA) and Linear 

Discriminant Analysis (LDA) is presented. Artificial Neural Nets (ANN) is used to recognize different human activities[1]. 

 

The data extracted using optical flow is converted to binary image. Then Histogram of Oriented Gradient (HOG) descriptor is used to 

extract feature vector from the binary images. These feature vectors are given as training features to Support Vector Machine (SVM) 

classifier to prepare a trained model[2]. 

 

In this paper, video based action recognition is performed on KTH dataset using four combinations of two feature descriptors and two 

classifiers. The feature descriptors used are Histogram of Oriented Gradient Descriptor (HOG) and 3- dimensional Scale Invariant 

Feature Transform (3D SIFT) and classifiers used are Support Vector Machine (SVM) and K Nearest Neighbour (KNN). Features are 

extracted from frames of training videos using descriptor and clustered to form Bag-of-words model[3]. 

 

This approach predicts human actions using temporal images and convolutional neural networks (CNN). CNN is a type of deep 

learning model that can automatically learn features from training videos. Although the state-of-the-art methods have shown high 

accuracy, they consume a lot of computational resources. Another problem is that many methods assume that exact knowledge of 

human positions[4]. 
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The central idea of principal component analysis (PCA) is to reduce the dimensionality of a data set consisting of a large number of 

interrelated variables, while retaining as much as possible of the variation present in the data set. This is achieved by transforming to 

a new set of variables, the principal components (PCs), which are uncorrelated, and which are ordered so that the first few retain most 

of the variation present in all of the original variables[5]. 

 

Human Activity Recognition Using an Ensemble of Support Vector Machines is employed to improve the classification performance 

by fusing diverse features from different perspectives. The Dempster-Shafer fusion and product rule from the algebraic combiners 

have been utilized to combine the outputs of single classifiers[6]. 

 

Human motion capture continues to be an increasingly active research area in computer vision with over 350 publications over this 

period. A number of significant research advances are identified together with novel methodologies for automatic initialization, 

tracking, pose estimation, and movement recognition. Recent research has addressed reliable tracking and poses estimation in natural 

scenes. Progress has also been made towards automatic understanding of human actions and behavior[7]. 

 

The work presents the study of various famous and unique techniques used for facial feature extraction and Face Recognition. Various 

algorithms of facial expressions research are compared over the performance parameters like recognition accuracy, number of 

emotions found, Database used for experimentation, classifier used etc [8]. 

 

This work proposes a system that will automatically identify the facial expression from the face image and classify emotions for final 

decision. The system uses a simplified technique called `Viola Jones Face Detection' technique for face localization. The different 

feature vectors are club together using a subset feature selection technique to improve the performance of recognition and classification 

process. Finally the combined features are trained and classified using SVM, Random Forest and KNN classifier technique [9]. 

The proposed technique use three steps face detection using Haar cascade, features extraction using Active shape Model (ASM) and 

Adaboost classifier technique for classification of five emotions anger, disgust, happiness, neutral and surprise [10]. 

 

In this work implement an efficient technique to create face and emotion feature database and then this will be used for face and 

emotion recognition of the person. For detecting face from the input image we are using Viola-Jones face detection technique and to 

evaluate the face and emotion detection KNN classifier technique is used [11]. 

 

This paper objective is to display needs and applications of facial expression recognition. Between Verbal & Non- Verbal form of 

communication facial expression is form of non-verbal connection but it plays pivotal role. It expresses human related or filling & his 

or her mental situation [12]. 

 

In this proposed system it is attention on the human face for recognizing expression. Many techniques are available to recognize the 

face image. This technique can be adapted to real time system very easily. The system briefly displays the schemes of capturing the 

image from web cam, detecting the face, processing the image to recognize few results [13]. 

 

In this work, adopt the recently introduced SIFT flow technique to register every frame with respect to an Avatar reference face model. 

Then, an iterative technique is used not only to super-resolve the EAI representation for each video and the Avatar reference, but also 

to improve the recognition performance. Also extract the features from EAIs using both Local Binary Pattern (LBP) technique and 

Local Phase Quantization (LPQ) technique [14]. 

 

In this study, a frame of emotion recognition system is developed, including face detection, feature extraction and facial expression 

classification. In part of face detection, a skin detection process is support first to pick up the facial region from a complicated 

background. Through the feature detection of lip, mouth, and eyes, eyebrow, those feature points are launch [15]. 
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In this work, a new technique for facial emotion recognition is found. The proposal involves the use of Haar transform technique and 

adaptive AdaBoost technique for face identification and Principal Component Analysis (PCA) technique in conjunction with 

minimum distance classifier for face recognition. Two techniques have been investigated for facial expression recognition. The 

former relies on the use of PCA and K-nearest neighbor (KNN) classification technique, while the latter advocates the use of 

Negative Matrix Factorization (NMF) and KNN technique [16]. 

 

II. ALGORITHAMIC SURVEY 

 

Ref.No. Year Algorithm/Deep Learning models Feature Selection Highest Accuracy 

1 2018 
Image recognition, Classifier, Deep 

Learning 
Deep Learning 98.25% 

2 2019 
CNN, OCR, Naïve Bayes, Neural 

Network, Feature Extraction, OCR 
OCR 82% 

3 2018 
OCR, Machine Learning , SVM, 

HOG features 
HOG 94% 

4 2018 LSTM,CTC,SOFTMAX LSTM 79% 

 

 

III. PROPOSED SYSTEM ARCHITECTURE 

Fig 1.1 System Architecture 

IV. PROPOSED METHODOLOGY 

A two-person interaction-based, video-based system for detecting human activity is the subject of the proposed study. This study 

proposes a real-time human activity identification system based on global feature extractions. The suggested approach uses video 

sequences to calculate an image's feature set. The objective is a real-time recognition system. This dataset includes pushing, kicking, 

and handshakes as well as gestures like embracing and shaking hands. In the context of recognizing interaction activities through 

CNN, all characteristics utilized for categorizing two-person interactions are represented by a body-pose feature. The only module in 

the system is user. In response to a user request, the system acts. 

V. RESULT 

In order to replace the archaic common practice of having human operators watch cameras, video surveillance systems are being 

created. These systems have the ability to identify, recognize, and track objects across a series of photographs as well as to analyze 

and explain object behavior. The critical and challenging tasks of object detection and tracking are involved in many computer vision 

http://www.ijcrt.org/


www.ijcrt.org                                                                 © 2023 IJCRT | Volume 11, Issue 4 April 2023 | ISSN: 2320-2882 

IJCRT23A4174 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org j91 
 

applications, including surveillance, vehicle navigation, and autonomous robot navigation. Object detection is the process of 

identifying objects inside a frame of a video sequence. Every tracking method requires an object detection mechanism, either in each 

frame or at the point the object first appears in the video. 

VI. CONCLUSION 

In this project, a feature representation and activity recognition system for human activity recognition for video retrieval system is 

proposed. The key frames selected to represent a sequence of activity, significantly reduced the computational complexity. The feature 

extraction algorithm is implemented using java to identify the activity of person. This results in increased efficiency for our human 

activity recognition system. The recognition process is performed by using CNN classifier. CNN classifier shows highest recognition 

results for human activity recognition. Videos similar to input video are retrieved from the database. 
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