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Abstract— Humans excel at face recognition, the challenges of automatic facial recognition persist,
particularly in scenarios involving aging, partial occlusion, and facial expressions. This paper proposes a novel
face recognition framework comprising three key phases: Pre-Processing, Feature Extraction, and
Classification. In the Pre-Processing phase, we enhance contrast and convert RGB images to Grey Level to
improve the quality of facial images. Feature extraction involves capturing shape and texture using Active
Appearance Models (AAM). The subsequent Classification phase employs an optimized LCDRC model. The
pivotal component in the LCDRC model is the projection matrix, which plays a crucial role in enhancing
recognition accuracy. To address this, we introduce a new hybrid algorithm known as the Combined Whale
Lion Model (CWLM). The performance of our proposed model is evaluated based on metrics such as
Accuracy, False Positive Rate (FPR), and False Discovery Rate (FDR). Comparative analysis is conducted
against other methods, including LC-DRC, LCDRC-WOA, and LCDRC-CEWO.

Keywords - Face Recognition; AAM Based Feature Extraction; LCDRC Based Classification; LA and
WOA; Proposed Model.

. INTRODUCTION

Over the past two decades, the Biometric-based techniques are emerging as a promising solution for
individual recognition. Instead of confirming people’s identity and permitting them to entrance to physical and
virtual domain based on passwords, PINs, smart cards, plastic cards, tokens, keys and so, It is good to examine
the individual’s physiological and/or behavioural characteristics that do not change. The password or pin-based
approaches are complex to memorize and they can be stolen easily. However, an individual’s natal personality
can never be misplaced, elapsed, stolen or faked [1][9][10][11]. Thus, the face recognition is one of the
interesting as well as important research in the field of biometric recognition. Due to the presence of human
activity across a range of security applications, it has attracted significant interest from researchers like airport,
criminal detection, face tracking, forensic etc.

The face recognition is the act of recognizing a previously perceived entity as an acknowledged or
unfamiliar face. The problem of face recognition is often confused with the Face detection. The face recognition
makes a decision if the "face™ is somebody well-known, or strange, by means of using a database of faces to
authenticate the input face [12] [13] [14] [15]. Till now, two predominant approaches are being deployed to
solve the face recognition problem: photometric (view based) and Geometric (feature based). In the Geometric
recognition approach, the face's geometrical characteristics, such as the eyes, nose and mouth are first located
and thereafter faces are categorized based on a range of geometrical distances and angles between features
[16][17] [18] [22]. On the other hand, in the Photometric stereo aids in recovering the outline of an entity from
numerous images collected under dissimilar illumination circumstance [23] [24][25].
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1. LITERATURE REVIEW

A. Related works

In 2020, Ran He et al. [1] modelled a high-resolution heterogeneity face synthesizing as a complementing
union of two elements: a texture in painting element and a posture adjustment element. The two halves are
combined into an end to end deep network via a warping method. To enhance visual quality, a wavelet and
fine-grained discriminator are used. To guarantee synthesis outcomes, unique 3-dimensional posture correction
reduction, 2 adversarial reductions, and an image failure are imposed.

In 2020, Feng Liu et al. [2] present a combined face align and 3- dimensional face regeneration approach
for 2- dimensional face photos of random positions and expressions, to concurrently handle these two issues.
This technique uses two cascaded regressors sequentially and alternately, one for upgrading two dimensional
landmarks and another for three-dimensional face shape, based on a summing theory of three-dimensional face
shapes and cascaded regression in two dimensional and three-dimensional face shape spaces.

In 2022, Chaoyou Fu et al. [3] introduced a HFR using a unique Dual variation generation framework and
formulate it as a twofold generation issue. To acquire the joint probability distribution of matched
heterogeneous pictures, an intricate dual variation generator is used. Yet, the identity variety of sampling may
be constrained by the small scale coupled heterogeneous training data. The suggested technique including a
wealth of identifying information, which are from large scale observable evidence into joint distribution to get
around the restriction.

In 2021, Mandi Luo et al. [4] introduced a face augmentation generative adversarial Network to lessen the
impact of uneven deformable feature patterns. The unique hierarchical disassociation module was used to
isolate these features from the identification model. In order to ensure the conservation of identifiers in face
data augmentation, GCN are also used to recover spatial information by examining the relationships among
local areas.

In 2022, Jian Zhao et al. [5] proposed a deep AIM for face identification in the field with three unique
features. In order to do cross age face synthesizing and recognition in a way that boosts both processes, AIM
first introduces a revolutionary unified deep learning model. Second, AIM avoids the need for coupled data
and the actual test samples, achieving continual face aging with outstanding realistic and identity similarity
qualities. Third, age invariant facial models completely disentangled from the aging variability are produced
by end to end training of the entire deep architecture using effective and unique training procedures.

In 2020, Jin Chen et al. [6] proposing suggested an identity-aware facial mega network to retrieve personal
information from LR faces. The magnitude and direction of characteristics that project identify characteristics
to a more space is deliberately decomposed into two opposing components in order to acquire identity aware
traits successfully.

In 2020, Jae Young Choi and Bum Shik Lee [7] developed a revolutionary GDCNN approach for
successfully applying various and numerous Gabor facial models as data during the learning phase of a DCNN
for FR purposes. The two main features of the new GDCNN ensemble method are GDCNN building and
GDCNN groups. Building GDCNN each learnt with a specific kind of Gabor face expression.

In 2020, Hao Yang and Xiaofeng Han [8] created a facial recognition system depends on real time graphics
processing. This paper mainly aims to set cardinal quadrants to face some problems: the face recognition
truancy rate with real time video computation, the consistency of the system with video clip processing, the
accuracy of the system during actual visit, and the connection configurations of the device with real time video
refining.
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TABLE |. FEATURES AND CHALLENGES OF EXISTING FACE RECOGNITION APPROACH

Author Methodology Features Challenges
[citation]
Heetal [1] | WCNN v Reduces the error rate Prone to over-fitting on
v Reduce the modality difference small-scale datasets
Deng et al. APA v Reduce facial geometric Requires improvement
[2] variations in recognition accuracy
v Reducing information loss Require more time to
train the network
Mocanuet al. | DEEP-SEE v" Minimize the required Low accuracy
[3] FACE computational resources Extensive
v Training process is quite Computational time
efficient
Igbal et al. hybrid v Consume less relegation power Training data is
[4] angularly for feature discrimination. relatively small
discriminative
features
Zhou et al. EDA v" Mining forceful and x  Classification accuracy
[5] differentiate features beneath need to be increased
unrestrained illumination
situation
Zhou et al. WT-LLE- v Improves the accuracy x Need to minimize the
[6] LSSVM v" Has stronger robustness to TRC
luminosity alteration
Zhou et al. LBP and v" Has better sturdiness for a x  Cannot decrease the
[7] 2DLPP variety of illumination, facial inconsistent lighting
language, and gait and with effects.
glasses or not. x Higher training and
testing time
Alrjebietal. | 2D-MTLBP- v Enhance recognition accuracy x Reducing the
[8] F detrimental impacts of
noise, blur, or lighting

I11. FACE RECOGNITION: ARCHITYPE AND ITS DESCRIPTION

Here, a unique face recognition method is created by going through the following three stages:
Preprocessing, Feature Extraction and Classification. Fig. 1 shows a diagrammatic depiction of the
suggested facial recognition method. The following list of stages describes how face recognition works:
Step 1: Preprocessing is first applied to the obtained face picture. In the preprocessing stage, the RGB to
gray scale conversion and contrast enhancement is undergone.

Step 2: The pre-processed image isim . , from which the features are extracted using AAM.

Step 3: Subsequently, these extracted features F are classified using LCDRC model.

Step 4: The projection matrix, which is multiplied with the characteristics throughout the classification
process, is the LCDRC classifier's most crucial assessment.

Step 5: In order to improve the recognition accuracy, the projection matrix must be improved. A unique
hybrid algorithm called CWLM, which is an extension of the conventional LA and WOA, is presented.
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Fig.1. Architecture of proposed Face recognition model
A.Pre-processing

The pre-processing stage is the first and helps to enhance the image's aesthetic appeal. There are two main
methods for image processing: Grayscale conversion from RGB with contrast boosting. Initially, all collected
input facial image Im,, is read using the function read() . This image is transformed into a gray scale image using

RGB to gray scale conversion.

RGB to Grey Level Conversion [30]: Typically, aRGB image makes use of no color map and it is
represented on the basis of three colour components: red, green, and blue. Such that, Converting RGB to
Grayscale for Grayscale Image Pre-processing is crucial. Here, the luminance of the grayscale image is
matched with the lluminance of the color image. The gamma expansion is initially used to encode the three
main of. The gamma expansion is defined mathematically by Eq (1).

E% ., <0.04045
Elinear = (E +0065) (1)
~Res TR E, g, > 0.04045
1.065

In which, E..,=> RGB primitives in [0, 1] and E,... = linear-intensity valuein [0, 1]. Further, the output

luminance is acquired using weighted sum of the three linear intensity values. The transformation mechanism
of RGB to gray (im,,, )is obtained using Eq. (2).

IM g, = F(IM;,) 2

The function f(im,, Jachieves this conversion on the basis of the intensity of the three primary colours.
This is mathematically expressed in Eqg. (3).

f(Im ., )=0.2989 R +0.5870 * G +0.1140 = B (3)

The resultant gray image Im_,, is passed to the contrast enhancement phase for enriching the transparency
and the visibility of the image.

Contrast enhancement(im.): The image values of Imare low contrast, such that the contrast

enhancement [29] aids in stretching the intensity of the pixels. The contrast is highly enhanced by adopting
relative darkness and brightness of R, which is expressed in Eq. (4).

((R—1ow_in)/(high_in—low_in)y* gamma)
Im, _)cz(*(high_out—low?out) g j+|ow_out (4)

gray

Here, c¢—>contrast enhancement of R, low_inand high_in—=>bounds of the supplied image's contrast and
low_out and high_out =>boundaries of the generated image's contrast.
From the acquired contrast enhanced pixel Im_, the AAM features are extracted.
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1V. AAM BASED FEATURE EXTRACTION AND OPTIMIZED LCDRC BASED CLASSIFICATION: A BRIEF
OVERVIEW

A. Feature Extraction with AAM
Here, the form and look of face characteristics are extracted using the computer vision algorithm AAM
[31].Finding the landmark points is usually how the form and look of the face features are extracted. That
define the form and the texture of things that are statistically modelled in the face picture automatically.
Shape Model: It is a consistent geometric form of data that applies to the whole image class.The shape
model is logically specified by Eq. (6), where the nk vector represents the shape given by n landmark points in
k dimensions of space. In 2D images, nlandmarks{y,,z;): j=12,...nfdefine 2nvector(k =2)as in Eq. (5).

Y=(Y,2,Y,.Z,0., Y0 Z, ) (5)

z'n?

In order to achieve the statistical validity, it is essential to have all the shape of the in the equivalent
referential space. Further to localize all the shapes in a common frame, the GPA is performed after neglecting
the location, scale and rotation effects. The aligning sequential pairs corresponding to the shape are extracted
with the mean shape. This mechanism is accomplished till there occurs no significant modifications in the
iterations. The re-computation of the aligned shape in GPA is expressed mathematically as per Eq. (6).

=—ZJ_1 j (6)

The PCA is then deployed on the extracted shape features in order to lessen the data dimensions. This is
accomplished by means of exploring the data direction with highest varianceof data and putting the information
on the direction. Further, each pointy; of the data is computed as the sum of the mean and orthogonal linear
transformation. Here, Y is the mean shape vector and ¢, are the shape parameters. The shape features extracted
are denoted as f,,. .

Y, =Y+ XLéb; (7

Appearance Model: The construction of the appearance is based on the intensities of the pixels
crosswisethe target image modeled entity. The color channels must be wrapped in the statistical appearance
model's design, and the control points are linked to the mean shape. For the purpose of matching the texture,

the piecewise affine warping is finished. Further, by means of employing the PCA to texture features, the
appearance model A(Y) is acquired. This is expressed mathematically in Eg. (8).

A(Y): AO(Y)+ZT:15j A; (Y) (8)
Here, A,->mean appearance vectors
& > appearance parameters
A,(v)=> affine warping-derived synthetic appearance vectors
A extracted appearance parameter is denoted as f The extracted shape and texture features are
together represented as F = f + f

apperance shape *

Optimized LCDRC [26] based Classification

(F)is the extracted feature which are subjected to classification via optimized LCDRC classifier, in which
the facial images are recognized from the training images. The training matrix o the facial image is expressed
in matrix formasF =[F,,....F,,....F,]e ®*%.In which F; = [Fjl ...... FizmeFio, Jeﬁ%”*"' . Further, in each of the training

faces, the dimensions are defined as p and the count of the training face image is denoted as jq, (from class j ),

apperance *

andq= JZq ;- Be®P@andd < prepresent the subspace projection matrix that has to be learned. The mapping of
j=1

each of f, on to the learned subspace is denoted asg; =B' f;, in whichi<i<g;.

ji?
The overall facial training image is mapped as G=B"F e®*“and for every class G, =B'F, e " .The

CBCRE and WCRE are defined as in Eq. (9).

CBCRE = ZZII g; —gie >
q j=li=1 (9)
WCRE = ZZH g]l g"']?t"a "2

j=li=1
Where g'”ter Gj"ajrand g™ =Gj'""a'™ -G is G withG, eliminated andGj'™isG;with g eliminated.
ai*and '™ is attalned by Eqg. (10).
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& =(FTF)'Flg.j=12..9 (10)

The value of « is unknown before obtaining Bin the learned subspace [26]. However, in the original space
the value of ¢ is evaluated and « is used as the approximation of « . According to the CBCRE concept given
in Eq. (9), CBCRE and BCRE differ in that CBCRE employs cross-class collaborative representation while
BCRE employs class-specific representation. Further, the relation existing in FandG, the WCRE and CBCRE
can be written as per Eq. (11)

c G
CBCRE=>>| BT _B’ Flnter lntra "2
o (11)
C Ui
WCRE = ZZ" BT BTFIﬂtra |ntra "2

jia

This is again rewritten as in Eq. (12).
CBCRE = ZC:%:( Flnter |nter) BB (f Flnteramter)

=i i n (12)
WCRE :iz(f _Flmra |mra) BBT(.I: Flntraaljrl\tra)
jia

In the above tow cases (CBCRE and WCRE), the factor% is common, and so it can be eradicated in a safer

manner. The relative worth of CBCRE versus WCRE is not impacted by this safer eradication. As a result, Eq.
(13) is used to represent the CBCRE and WCRE [26].

CBCRE = ZZtr(BT F_iinterai_?ter f‘i _ F_iinterai_vi'lter \" B)
] ( ] J X J J J ) (13)

WCRE = Zztr(BT(f _Flntra mtraxf“_Fmtra ;rlnra) )

Here, tr()% trace operator
The eigen vectors J, andJ, is denoted as in Eq. (14). Eventually, the CBCRE and WCRE are rewritten as
in Eq.(15).

1 < qj inter inter inter inter &

:_ZZ( ji F ajl ijl F al' )

—1:1 (14)

183 intra |nt ra intra - intra

=_§§(f ] N, — Fregiie Y
CBCRE =tr(B"J,B)
WCRE = tr(B"J,B)

The MMC is deployed to simultaneously maximize CBCRE and minimize WCRE. This is expressed as per

Eq. (16).
mex s(B)= mgx(CBCRE —~WCRE)

-l 0,2,)5)

The mathematical expression given in Eq. (16) is solved by means of determining the largest d eigen values
and the associated eigenvalues according to Eq (17).

(3, -3, )b =Ab,, k=12..d (17)

Here, 4, >...> A...A;and B=][b,,...b, ..., b, ] . The the SSSP, in which the face image dimension is larger than
the training face images can be solved by MNC.

The comprehensive algorithm of LCDRC is summarized in the subsequent section:

1. Aunit I,norm is acquired by normalizing all the training as well as testing face images.

(15)

(16)

2. The projection matrix B is found for the given training facial image F . Further, F is projected into the
discriminant subspace in order to acquireG =B'.F

3. Foreveryclass j=12,..c, the hat Matrix H; is computed.

4. Then, for the specified test face image f , convert f into discriminant subspace by using Eq. (18). Then,
for j"class, the reconstruction is computed as per Eq. (19).

g=BT.f (18)
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G=H,.9,;i=12..c (19)
5. Evaluate RC from j"class:e; =| g—g,, j=12..c. The class with the lowest RC is assigned to the test face
pictureg .

This is a step in the LCDRC classification strategy where the retrieved features are multiplied by the project
matrix according to Eq. (20). To improve the recognition accuracy, an unique optimization approach called
CWLM is used to optimize the project matrix.

M=FxB (20)

V. HYBRID OPTIMIZATION ALGORITHM FOR PROJECTION MATRIX OPTIMIZATION : OBJECTIVE
FUNCTION AND SOLUTION ENCODING
A. Objective Function and Solution Encoding

For the best tuning, the suggested model is given the project matrix as input. Fig. 2 provides an illustration
of the solution encoding.

Bl BZ R Bn ﬁ X

Solution Encoding

The major objective of the recommended facial recognition model is to minimize estimation error and
predicted outcomes of the classifier. The objective method is mathematically expressed in Eq. (21) and the
fitness function is expressed in Eq. (22).

error = (act — pred) (21)

FT = Min(Sum(error)Jr A BZN(B)ZJ (22)
j=1
Here, A ->regularization constant
B. Proposed Hybrid Model:

A new improved version of the method is provided in this work to improve the performance of the
conventional WOA [27] algorithm and LA [32] [33] [34] [35] algorithm with regard to convergence rate and
speed. According to reports, hybrid optimization methods [36] show promise for a number of search issues.
The mathematical model of the CWLM algorithm is discussed here.

Step 1:Overall population(Pop) of solutions is initialized (WOA and LA).
Step 2:Find the fitness (Fit)of the overall population
Step 3:1fi <= Pop/5, then update the solutions using the exploration phase of WOA expressed in Eq. (23).
—\7.U| (23)

Here, the random position vector selected is denoted as X, . Further, V' is a random value in the interval
[-v,v], in which vdecreasing from O to 2.

Step 4:Else Ifi <= Pop/5& &i <= 2Pop/5, then update the solutions using prey encircling phase of WOA. This
is mathematically expressed in Eq. (24) and Eq. (25), respectively.

X

X (t+1) —

rand

U =[C.X - X (24)
X(M) =X o) -V.U (25)
In which, vV and U are the coefficient vectors. The letter t stands for the current iteration. Additionally, Xp

and X is the best location of the best outcomeacquired and position vector, respectively.
Step 5:Else If i <= 2Pop/5& &i <= 3Pop/5, then modify the solution’s tri-level spiral evaluation position under
the bubble net attack plan. Eq. (26) provides a mathematical formulation for this

Xy =U'e" Cos(2a) + X (26)

IJCRT2312846 \ International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org \ h508


http://www.ijcrt.org/

www.ijcrt.org © 2023 IJCRT | Volume 11, Issue 12 December 2023 | ISSN: 2320-2882

The mathematical formula for U* is expressed in Eq. (27). Here, U* is the distance ofi" whale to prey and
b is a constant that defines logarithm helical form. In addition, random number I is in between the range[-11]

D= )?pm - X(t) (27)
Step 6:Else ifi <=3Pop/5& &i <=4Pop/5 . Then update the position of solutions using the mutation process of
LA.
Step 7:The female version of LA, as described in Equations (28) and (29), is applied to the remaining
solutions.
X = min[xﬂ‘ax, max(x[]"”,Vu)] (28)
v, =[x +(0.1r, - 0.08) (X" — )| (29)

On the other hand, when Se, > Se™>, the lioness X 7 undergoes update X . This process continues until gen,
(female generation count) reaches gen™. The mathematical formula for x™* and x"** corresponding to 1™ and
u™vector element are denoted are expressed in Eq. (28) and Eq. (29), respectively. The female update
function (V) is expressed in Eq. (29). Here, r,and r,are integers.

Step 8:Subsequently, Fit(i) = value(least fitness) is checked. Among the overall population, the position of least
four fitness is evaluated. If these four fitness values lie within the aforementioned conditions (Step 3
— step 7), then the solution gets updated using Eq. (30). Here, x™"and x™>are the minimal and
maximal boundaries of the output. In addition, ran is a random number.

X = XM 4 X M _ X M *pgn (30)
Step 9: Terminate.

V1. RESULTS AND DISCUSSIONS

Simulation procedure

The suggested facial recognition method with optimization method was put into practice in MATLAB, and
the outcome is documented. The ORL face dataset, Yale face dataset, and Face 94 dataset are three common
databases from which the evaluation's dataset was compiled. The database encompasses both male and female
images. Figure 4 displays the example picture that was gathered for analysis. The suggested work is compared
to other conventional methods like LCDRC-WOA [27], LCDRC [26] and LCDRC-CEWO [28] in terms of
accuracy, FPR and FDR. By changing the regularization constant and learning percentage, this evaluation is
conducted. Equations (27), (28), and (29), respectively, are the mathematical formulas for accuracy, FPR, and
FDR.

Accuracy= Correct predictions / Total predictions

- TrP +TrN (27)
TrP +TrN + FrP + FrN
FPR—_ P (28)
FrP +TrN
FDR=— 1 __ (29)
FrP +TrP

Here, TrP->True Positive, TrN-> True Negative, FrP-> False Positive, FrN-> False Negative

Overall Performance Evaluation: The performance metrics of four different models (LCDRC, LCDRC-
WOA, LCDRC-CEWO, and LCDRC-CWLM) across various evaluation criteria. Let's analyse and
compare the models based on the provided metrics:

The table presents the performance metrics of four different models (LCDRC, LCDRC-WOA, LCDRC-

CEWO, and LCDRC-CWLM) across various evaluation criteria. Let's analyze and compare the models based

on the provided metrics:

¢ Accuracy:

» All models demonstrate high accuracy, with LCDRC-CWLM having the highest accuracy (0.98678).
¢+ Sensitivity (True Positive Rate):
» Sensitivity measures the proportion of actual positive cases correctly identified by the model.
» LCDRC-WOA and LCDRC-CEWO exhibit the highest sensitivity (0.80263 and 0.81579,
respectively).
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¢+ Specificity (True Negative Rate):
» Specificity measures the proportion of actual negative cases correctly identified by the model.
» All models have high specificity, with LCDRC-CWLM having the highest (0.98838).
% Precision:
» Precision is the ratio of true positive predictions to the total predicted positives.
» LCDRC-CWLM has the highest precision (0.29825).
¢ False Positive Rate (FPR):
» FPR is the proportion of actual negative cases incorrectly classified as positive.
» All models have low FPR, with LCDRC-CWLM having the lowest (0.011618).
¢ False Negative Rate (FNR):
» FNR is the proportion of actual positive cases incorrectly classified as negative.
» LCDRC-WOA has the lowest FNR (0.19737).
% Negative Predictive Value (NPV):
» NPV is the ratio of true negative predictions to the total predicted negatives.
» All models exhibit high NPV.
% False Discovery Rate (FDR):
» FDR is the proportion of false positives among the predicted positives.
» LCDRC-CWLM has the lowest FDR (0.70175).
s F1-score:
» The F1-score is the harmonic mean of precision and sensitivity.
» LCDRC-CWLM achieves the highest F1-score (0.42607).
%+ Matthews Correlation Coefficient (MCC):
» MCC combines various metrics into a single value, considering both false positives and false
negatives.
- LCDRC-CWLM has the highest MCC (0.46654).

In summary, table 1 describes the LCDRC-CWLM model which generally outperforms the other models
across multiple metrics, indicating its overall superior performance in terms of accuracy, precision, F1-score,
and MCC. However, the choice of the best model may depend on the specific priorities and requirements of
the application, as different metrics emphasize different aspects of model performance.

In summary, LCDRC-CWLM generally outperforms the other models shown in fig 3.across multiple metrics,
indicating its overall superior performance in terms of accuracy, precision, F1-score, and MCC. However, the
choice of the best model may depend on the specific priorities and requirements of the application, as different
metrics emphasize different aspects of model performance. Similarly, the variation of the metrices is shown
in fig 4.

TABLE | OVERALL PERFORMANCE EVALUATION FOR FACE94 DATSET

Metrics | LCDRC [26] | LCDRC-WOA [27] | LCDRC-CEWO [28] | LCDRC-CWLM
Accuracy 0.97569 0.98382 0.98417 0.98678
Sensitivity 0.73904 0.80263 0.81579 0.74561
Specificity 0.97726 0.98502 0.98528 0.98838
Precision 0.17709 0.26194 0.26854 0.29825

FPR 0.022743 0.014977 0.014715 0.011618
FNR 0.26096 0.19737 0.18421 0.25439
NPV 0.97726 0.98502 0.98528 0.98838
FDR 0.82291 0.73806 0.73146 0.70175
F1-score 0.28571 0.39498 0.40407 0.42607
MCC 0.35438 0.45307 0.46274 0.46654
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PERFORMANCE ANALYSIS OF REGRESSION METHODS ON FACE94 DATASET

@ Accuracy @ Sensitivity @ Specificity Precision ® FPR FNR NPV ® FDR ® Fi-score

g

LCDRC [26] LCDRC-WOA [27] LCDRC-CEWO [28] LCDRC-CWLM

Fig 3: Performance measures on FACE94 Dataset using Regression Methods

variation of the different metrices with different parameters

Fig 4: Variations measures on FACE94 Dataset with different Regression Methods

B.Performance Evaluation in terms of Accuracy: Varying the length of Attributes:

By adjusting the length of characteristics, the performance of the proposed work is compared to that of the
current models LCDRC, LCDRC-WOA, and LCDRC-CEWO. Accuracy is considered in this rating. Figure 5
displays visually the comparable outcome obtained for the Face94, Yale, and ORL datasets. This shown in Fig
5(a) accuracy of the proposed work is 0.81 percent, 0.20 percent, and 0.10 percent better than LCDRC,
LCDRC-WOA, and LCDRC-CEWO, respectively, for the Face94 dataset at attribute length 30. Furthermore,
the accuracy of the provided work is the greatest when compared with existing ones, and at attribute length=11,
itis 4.3%, 0.5%, and 1.03 percent better than LCDRC, LCDRC-WOA, and LCDRC-CEWO, respectively. This
is shown in Fig. 5(b), which corresponds to the Yale dataset. The accuracy of the given and previous work for
the ORL dataset is shown in Fig. 5(c). When compared to the previous work, the work that is being given here
seems to be superior. The given work therefore appears to demonstrate a greater degree of accuracy based on
the overall evaluation.
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Fig 4 Performance evaluation of the presented work (LCDRC- CWLM) over the traditional approaches
by means of varying the length of attributes for (a) Face 94 dataset, (b) Yale dataset

and (c) ORL dataset

V1. CONCLUSION

This model introduces a ground-breaking face recognition system with three main steps: pre-processing,
feature extraction, and classification. In the pre-processing phase, the facial image undergoes contrast
enhancement and RGB to grayscale conversion. Texture characteristics are then extracted using Active
Appearance Models (AAM). For classification, an optimized LCDRC model is employed, where the crucial
assessment is the projection matrix. The matrix, multiplied with the extracted characteristics, plays a key role
in the classification process. To enhance accuracy, a novel hybrid method called WOA-LA hybrid algorithm,
combining WOA and LA (lion algorithm) concepts, is developed to improve the projection matrix.
Performance is evaluated against other methods, such as LC-DRC, LCDRC-WOA, and LCDRC-CEWO,
using metrics like Accuracy, False Positive Rate (FPR), and False Discovery Rate (FDR). The proposed model
demonstrates competitive accuracy, particularly outperforming existing models at LP=80. Notably, for Face
94, the presented work consistently achieves higher accuracy than comparison models. Specifically, at tr-
sample=2, the accuracy is 0.51%, 0.01%, and 0.03% better than LCDRC, LCDRC-WOA, and LCDRC-
CEWO, respectively, with an overall accuracy of 98.82%.
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