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Abstract:  In recent years, research on Twitter sentiment analysis, which analyzes Twitter data (tweets) to 

extract user sentiments about a topic, has grown rapidly. Many researchers prefer the use of machine learning 

algorithms for such analysis. This study aims to perform a detailed sentiment analysis of tweets based on 

ordinal regression using machine learning techniques. The proposed approach consists of first pre-processing 

tweets and using a feature extraction method that creates an efficient feature. Then, under several classes, 

these features scoring and balancing. Multinomial logistic regression (SoftMax), Support Vector Regression 

(SVR), Decision Trees (DTs), and Random Forest (RF) algorithms are used for sentiment analysis 

classification in the proposed framework. For the actual implementation of this system, a twitter dataset 

publicly made available by the NLTK corpora resources is used. Experimental findings reveal that the 

proposed approach can detect ordinal regression using machine learning methods with good accuracy. 

Moreover, results indicate that Decision Trees obtains the best results outperforming all the other algorithms. 

 

Index Terms - Support Vector Regression (SVR), Decision Trees (DTs), Random Forest (RF), Twitter 

Dataset, NLTK Corpora Resources. 

 

I. INTRODUCTION 

 

With the rapid development of social networks and microblogging websites. Microblogging websites have 

become one of the largest web destinations for people to express their thoughts, opinions, and attitudes about 

different topics. Twitter is a widely used microblogging platform and social networking service that generates 

a vast amount of information. In recent years, researchers preferably made the use of social data for the 

sentiment analysis of people's opinions on a product, topic, or event. Sentiment analysis, also known as 

opinion mining, is an important natural language processing task. This process determines the sentiment 

orientation of a text as positive, negative, or neutral. 

Twitter sentiment analysis is currently a popular topic for research. Such analysis is useful because it gathers 

and classifies public opinion by analyzing big social data.  However, Twitter data have certain characteristics 

that cause difficulty in conducting sentiment analysis in contrast to analyzing other types of data. Tweets are 

restricted to 140 characters, written in informal English, contain irregular expressions, and contain several 

abbreviations and slang words. To address these problems, researchers have conducted studies focusing on 

sentiment analysis of tweets. Twitter sentiment analysis approaches can be generally categorized into two 

main approaches, the machine learning approach, and a lexicon-based approach. 

This type of problem, known as ordinal classification or ordinal regression. Recently, ordinal regression has 

received considerable attention. Ordinal regression issues in many Fields of research are very common and 

have often been regarded as standard nominal problems that can lead to non-optimal solutions. 

Ordinal regression problems with some similarities and differences can be said to be between classification 

and regression. The current study mainly focuses on the sentiment analysis of Twitter data (tweets) using 

different machine learning algorithms to deal with ordinal regression problems. In this paper, we propose an 
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approach including pre-processing tweets, feature extraction methods, and constructing a scoring and 

balancing system, then using different techniques of machine learning to classify tweets under several classes. 

 

II. LITERATURE SURVEY: 

[1] Palomino et al.in “Evaluating the Effectiveness of Text Pre-Processing in Sentiment Analysis” in 2022 

introduced in their research about the critical evaluation of text pre-processing techniques in the domain of 

sentiment analysis, which has garnered immense attention due to both practical demands and academic 

interests. With social media serving as a primary source for sentiment analysis and the text within these 

platforms often deviating from standard grammatical rules, the need for pre-processing techniques to cleanse 

and normalize data becomes imperative. While pre-processing methods have been extensively discussed in 

the literature, a definitive consensus on best practices remains elusive. The study systematically reviews 

existing research and quantitatively evaluates various combinations of pre-processing components. Focusing 

on Twitter sentiment analysis, acknowledged as a significant public data source, the research assesses the 

efficacy of different pre-processing combinations on the overall accuracy of off-the-shelf tools and an 

algorithm developed by the authors. Their findings highlight the significance of the order of pre-processing 

components, showcasing a substantial enhancement in the performance of naïve Bayes classifiers. 

Additionally, the study reveals that while lemmatization contributes to improving an index's performance, its 

impact on the quality of sentiment analysis remains less significant. This comprehensive study significantly 

contributes to the field by shedding light on the nuanced impacts of different pre-processing techniques, aiding 

in the refinement of sentiment analysis methodologies, especially within the realm of Twitter data analysis. 

[2] Hassan et al. (2021) explored an innovative approach in their study "Altmetrics: A machine learning 

approach" aimed at annotating an Altmetrics dataset from diverse disciplines and conducting sentiment 

analysis using machine learning and natural language processing algorithms. The research team initially 

provided guidelines to human annotators, resulting in an inter-annotator agreement (IAA) of 0.80 (Cohen’s 

Kappa) after appropriately labeling the sentiments in tweets related to scientific literature. Evaluations were 

conducted on two versions of the dataset: one comprising English tweets and the other including 23 languages, 

among which English was prominent. Leveraging 6388 tweets about 300 papers indexed in Web of Science, 

the study compared the efficiency of various machine learning models with established sentiment analysis 

benchmarks like SentiStrength and Sentiment140. Their findings showcased that the Support Vector Machine 

utilizing uni-gram surpassed all classifiers and baselines, achieving an accuracy exceeding 85%. Additionally, 

Logistic Regression demonstrated an 83% accuracy, while Naïve Bayes achieved an 80% accuracy. The 

precision, recall, and F1 scores for Support Vector Machine, Logistic Regression, and Naïve Bayes were 

notably high, providing (0.89, 0.86, 0.86), (0.86, 0.83, 0.80), and (0.85, 0.81, 0.76) respectively, underlining 

the efficacy of their proposed models in sentiment analysis of Altmetrics datasets. This study not only 

identified the most effective model but also offered a Python library for sentiment analysis, contributing 

significantly to the field of sentiment analysis for scholarly use cases. 

[3] Yadav et al. explored an innovative approach in their study “Twitter Sentiment Analysis Using Machine 

Learning For Product Evaluation” in 2020 introduced in their  research about utilizing Twitter as a rich source 

of public opinions, providing a massive repository for sentiments expressed towards a wide array of subjects, 

including people, services, companies, and products. This paper centers on sentiment analysis, a process 

crucial for analyzing public viewpoints, particularly when merged with Twitter data, which offers valuable 

insights into the sentiments expressed on the platform. Recognizing the significance of social media as an 

invaluable resource for understanding user preferences and feedback, the study underscores the importance 

of sentiment analysis in assessing public opinions towards specific products or services. The research 

highlights various techniques employed for classifying product reviews, often presented in the form of tweets, 

to discern whether the sentiments expressed are positive, negative, or neutral. Emphasizing the significance 

of this analysis in evaluating the product market, the study utilizes online product reviews gathered from 

Twitter to determine the most effective classifier for sentiment analysis. This work significantly contributes 

to understanding the methodologies and their implications for product evaluation in the context of sentiment 

analysis using Twitter data, providing insights into the process of assessing public opinions and their relevance 

for market evaluation. 

[4] Kariya et al. explored an innovative approach in their study “Twitter Sentiment Analysis” in their study 

introduced about the realm of Twitter sentiment analysis in the context of the burgeoning social media 

landscape. The paper focuses on the extraction of sentiments from tweets, presenting an approach to classify 

tweets into positive, negative, or neutral categories. Recognizing the potential utility of this approach for 

organizations mentioned or tagged in tweets, the study underscores the unstructured nature of tweets, 
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emphasizing the initial requirement to convert them into a structured format. The research details a pre-

processing phase to resolve the unstructured tweet format and outlines the utilization of Twitter API libraries 

for tweet access. A crucial aspect of their work involves training datasets using algorithms to enable the 

categorization of tweets, thereby facilitating the extraction of relevant sentiments from the analyzed content. 

This study significantly contributes to the field of sentiment analysis, offering insights and methodologies for 

structuring and analyzing unstructured tweets, ultimately aiding organizations in gleaning valuable sentiments 

expressed on Twitter. 

[5] Mandloi et al. explored an innovative approach in their study “Twitter Sentiments Analysis Using Machine 

Learning Methods” in 2020 researched on the critical task of sentiment analysis, which involves discerning 

whether text conveys positive, negative, or neutral sentiments, also known as material polarity or opinion 

mining. Their work acknowledges the significant growth and evolution of social media platforms, particularly 

emphasizing Twitter, where users share succinct messages of 280 characters. The limited length of tweets 

simplifies sentiment analysis. Twitter, being a platform with a colossal user base posting approximately 550 

million tweets daily, offers a vast and diverse dataset reflecting various age groups and gender representations, 

making it an excellent source for societal sentiment analysis. The paper aims to compare multiple machine 

learning methods such as Naïve Bayes Classification, Support Vector Machine Classification, and Maximum 

Entropy Classification for sentiment analysis. Their investigation focuses on understanding how these 

classification algorithms perform sentiment analysis and evaluates their accuracy and precision in such tasks. 

This research contributes significantly to understanding the efficacy of different machine learning methods in 

analyzing sentiments expressed on Twitter, providing insights into their comparative performance and 

potential for societal sentiment analysis. 

[6] Elbagir et al. explored an innovative approach in their study “Twitter Sentiment Analysis Using Natural 

Language Toolkit and VADER Sentiment” in 2019 conducted a significant study focusing on the sentiment 

analysis of Twitter data, which has emerged as a prominent area of research. Their investigation aimed to 

leverage the Valence Aware Dictionary for sentiment Reasoner, (VADER) for the classification of sentiments 

expressed within Twitter data. Notably, the research departed from previous studies primarily oriented 

towards binary classification and instead introduced a multi-classification system for analysing tweets. 

Specifically, they applied VADER to classify tweets associated with the 2016 US election. Their findings 

revealed promising results, demonstrating strong accuracy in detecting ternary and multiple sentiment classes, 

indicating the effectiveness of VADER in handling more nuanced sentiment analysis within the context of 

Twitter data. This study contributes significantly by expanding the scope of sentiment analysis beyond binary 

classifications, offering valuable insights into the complex nature of sentiment expressions in social media 

discourse. 

[7] Wagh et al. in their study “Survey on Sentiment Analysis using Twitter Dataset” in 2018 published a 

survey paper that delves into the realm of sentiment analysis using Twitter datasets, acknowledging the vast 

number of individuals expressing their thoughts through tweets on social networking sites like Twitter. 

Recognizing the brevity and simplicity inherent in tweets as a basic means of expression, the study focuses 

on sentiment analysis as a component of text data mining and natural language processing (NLP). It highlights 

the diverse approaches and techniques employed in sentiment analysis for Twitter data. The paper categorizes 

sentiment analysis types and details various methods used for sentiment extraction from tweets. Engaging in 

a comparative study, the research explores different techniques and approaches in sentiment analysis 

specifically concerning Twitter data. This survey paper significantly contributes to the comprehensive 

understanding of sentiment analysis methodologies used in the context of Twitter, providing insights into 

various approaches and techniques, thereby serving as a valuable resource for researchers and practitioners in 

the field of sentiment analysis using social media data. 

[8] Hasan et al. explored an innovative approach in their study “Machine Learning-Based Sentiment Analysis 

for Twitter Accounts (2018)” in their study introduced the burgeoning field of opinion mining and sentiment 

analysis, focusing on the evaluation of opinions and text present across various social media platforms using 

machine learning methodologies. Their research, accepted in February 2018, addresses the swift growth in 

sentiment analysis techniques, particularly in the context of political opinions expressed during elections. 

Acknowledging the need for more advanced methodologies, the paper introduces a hybrid approach involving 

a sentiment analyzer employing machine learning techniques. A significant contribution of their work lies in 

providing a comparative analysis of sentiment analysis techniques, specifically in the realm of political views. 

They apply supervised machine learning algorithms such as Naïve Bayes and support vector machines (SVM) 

to analyze and categorize political sentiments. This research offers insights into the efficiency of different 

sentiment analysis methods, particularly within the context of political discourse on social media, thereby 

contributing to the advancement of sentiment analysis in the domain of public opinion during elections. 
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[9] Bhumika Gupta et al. introduced “Twitter Sentiment Analysis using machine learning algorithms in 

Python”. Their research focuses on the analysis of sentiments expressed on Twitter, aiming to extract and 

understand the emotions and opinions conveyed by users. Twitter, as a platform, presents a challenge due to 

the concise and informal nature of tweets, often laden with slang, abbreviations, and varied expressions. The 

team's literature survey reviews previous works in sentiment analysis on Twitter, highlighting the 

methodologies, models, and approaches adopted by various researchers. The objective is to present a 

comprehensive overview of the field, culminating in a generalized Python-based approach. This research is 

significant given the consistent growth and evolving challenges posed by the unique format of Twitter data, 

providing valuable insights into sentiment analysis techniques for social media content.  

[10] Krouska et al. in their work “The effect of preprocessing techniques on Twitter Sentiment Analysis” in 

2016 introduced in their research about the essential role of data preprocessing in Twitter sentiment analysis, 

acknowledging Twitter as a valuable platform for expressing diverse thoughts and opinions. The paper 

highlights the significance of properly identified reviews as a fundamental input for various systems, including 

e-learning and decision support systems. Emphasizing the critical nature of data preprocessing in sentiment 

analysis, the study explores how selecting appropriate preprocessing methods can significantly enhance the 

accurate classification of instances. The research details the essential procedures for preprocessing reviews to 

identify sentiment and perform analysis, specifically in determining whether the sentiment expressed is 

positive or negative. The paper provides an extensive comparison of sentiment polarity classification methods 

tailored for Twitter text and deeply investigates the role of text preprocessing in sentiment analysis. Through 

a series of tests involving various combinations of methods and experiments conducted on manually annotated 

Twitter datasets, the research highlights the impact of feature selection and representation on positively 

influencing classification performance. This study serves as a valuable resource, shedding light on the crucial 

aspects of data preprocessing in Twitter sentiment analysis, offering insights and methodologies that can 

significantly enhance sentiment classification accuracy. [11-17] implemented various deep learning methods 

to predict age of a person using different activation functions and optimizers to predict the accuracy.  

 

Table 1 

 

Sl 

No: 

Author Year of 

Publication 

Proposed 

System/Algorithm 

Results/Comment 

1 Marco A. Palomino 

 

2022 Naïve Bayes 

Classifier algorithm  

86% 

2 
Hassan 

 

2021 Support Vector Machine 

(SVM), 

Logistic Regression, 

Naïve Bayes 

90% 

3 Akrivi Krouska 

 

2020 Algorithms like Naïve 

Bayes, SVM, KNN, and 

C4.5 were used to 

analyze sentiments from 

Twitter data (datasets 

on Obama-McCain 

Debate, Health Care 

Reform, and Stanford 

Twitter Sentiment Gold 

Standard), achieving 

varying accuracy 

depending on different 

preprocessing methods 

like unigrams, bigrams, 

and 1-3 grams. 

Unigram: 

NB: 88.08% (Top 70% 

attribute selection), 

 88.25% (InfoGain 

attribute selection) 

Bigram: 

NB: 89.02% (InfoGain 

attribute selection), 

 87.52% (Top 70% 

attribute selection) 

1-3 grams: 

NB: 91.59% (InfoGain 

attribute selection), 

 91.94% (Top 70% 

attribute selection) 
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4 Nikhil Yadav 

 

2020 XGBoost XGBoost- 70-80% 

5 Chirag Kariya 

 

2020 KNN 90.912% 

6 Lokesh Mandloi 2020 Naïve Bayes Classifier 86% 

7 Shihab Elbagir  2019 NLTK and the VADER 

analyzer were  

applied to conduct a 

sentiment analysis 

56% 

8 Rasika Wagh 2018 NaviveBayes , 

SVM 

Naïve Bayes-85.5% 

SVM-90% 

9 Ali Hasan 2018 TextBlob, 

SentiWordNet, 

W-WSD 

 

TextBlob – 76% 

SentiWordNet – 54% 

W-WSD- 79% 

 

10 Bhumika et al.[] 2017 Maximum Entropy, 

Ensemble classifier  

MaximumEntropy-

90.0%  

Ensemble classifier-

90.0% 

 

III. METHODOLOGY: 

 The proposed system involves the following steps: data collecting, cleaning, preprocessing, and 

applying the model to obtain the desired output. 

3.1 Data Collection 

The twitter dataset publicly made available by the NLTK corpora resources is used. Experimental findings 

reveal that the proposed approach can detect ordinal regression using machine learning methods with good 

accuracy. Moreover, results indicate that Decision Trees obtains the best results outperforming all the other 

algorithms. Figure 1 depicts the overall process of sentiment analysis. The dataset will be preprocessed using 

the following methods once cleaned and partitioned (separated) into training and testing datasets. To make 

the dataset smaller, features will be extracted. The next step is to develop a model that the decision tree will 

use to categorise the tweets into positive and negative ones. Once more, the decision tree will get real-time 

tweets to test the real-time data. 
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fig 1: Architecture of Proposed System 

 

The proposed approach only analyses selected tweets from different domains using sentiment analysis. It is 

also strictly domain-restricted. It categorizes tweets as positve or negative or neutral using sentiment analysis. 

Below are the steps performed to analyze the data. 

 

3.2 Data Cleaning  

The format of the data that was gathered was raw data. The best method to ensure that information is accurate, 

foreseeable, and usable is to clean it up. Most of the time, datasets need to be cleaned up since they contain 

many noisy or undesirable data, often known as outliers. The presence of such outliers could produce 

unintended outcomes. Data cleaning ensures removing and modifying such data, creating a considerably more 

trustworthy and stable dataset. Data cleanup is possible in the following ways:  

• Monitor errors - Error entry points or sources need to be continuously tracked and watched over. This will 

assist in cleaning up the damaged data.  

• Accuracy validation - The data should be confirmed after cleaning the database. It is critical to research and 

uses various data technologies to assist in cleaning datasets.  

• Avoid data duplication - It is necessary to identify duplicate data. Several AI techniques aid in the detection 

of recurrence in huge data sets.  

There are numerous methods for cleaning datasets, some of which are discussed above. By utilizing these 

techniques, good, useable, and trustworthy datasets will be produced. 

 

3.3 Data Pre-processing 

Data preprocessing in Twitter sentiment analysis involves several steps to clean and prepare the textual data 

for accurate sentiment classification. Initially, the data undergoes several essential cleaning processes. To 

ensure uniformity in the text, lowercase conversion is applied across the board. This step avoids redundancy 

in classification due to variations in letter case. Noise removal is a crucial step that involves the elimination 

of special characters, punctuation, and symbols that don't contribute to the sentiment expressed. This step 

enhances the focus on relevant terms. 

The preprocessing will consist of the following steps:  

• Converting tweets to lowercase.  

• Use spaces to replace at least two dots.  

• Replace several spaces with a single space.  

• Remove spaces and quotations at the end of tweets. 

Stop words: 

Stop words are terms that have no significance in search queries. For example, "I enjoy writing." After deleting 

the stop words, it becomes "like write." Stop words are "I" and "to." They should be avoided since they don't 

add much to the informative value of a sentence.  
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Tokenization: 
Tokenization is a method for dividing a written document into tokens, relatively small units of text. A word, 

a word's fragment, or simple characters like punctuation can be a token. When dealing with text data, 

tokenization is crucial. 

 

3.4 Proposed Algorithm: 
3.4.1 Read NLTK Tweets: 

 Using this module we will read tweets from NLTK and then clean tweets by removing special symbols, stop 

words and then perform stemming (stemming means removing ing or tion from words for example 

ORGANIZATION word will become ORGANIZE after applying stem) on each words. Then we will calculate 

TFIDF vector. 

3.4.2 Run Decision Tree Algorithm: 

In this module we will give TFIDF vector as input to train SVR algorithm. This algorithm will take 

80% vector for train and 20% vector as test. Then algorithm applied 80% trained model on 20% test data to 

calculate prediction accuracy. 

Similarly we will build model for Random Forest and SVR to calculate their accuracy. 

On internet opinion (sentiments on topic) mining is helping users in knowing the quality of any organization 

or products, if any user has good experience on any product or company then he will express good 

reviews/opinion and by seeing this opinion others users can know the quality of the product, in today’s online 

social networks like twitter all peoples expressing their opinions and social networking sites developing new 

techniques to detect sentiments from this opinions, all existing techniques used to discover either Positive or 

Negative or Neutral sentiments from topics but this paper proposes 5 levels of sentiments detection such as 

High Positive, Moderate Positive, Neutral, High Negative and Moderate Negative. To detect sentiments 

author is using 4 Ordinal Regression machine learning algorithms such as Softmax, Decision Tree, Random 

Forest and Support Vector Regression.   

Ordinal Regression means classifier used many independent variables to predict class of given data, In this 

paper also we give tweets as input and classifier predict sentiment by using all independent words from this 

tweets. Ordinal regression is a statistical technique that is used to predict behaviour of ordinal level dependent 

variables with a set of independent variables.  The dependent variable is the order response category variable 

and the independent variable may be categorical or continuous. 

Entropy: 
 Entropy is a measure of impurity or disorder in a set of data. 

 For a binary classification problem (e.g., positive and negative classes), the entropy H(S) of a set S is 

calculated as follows: 

H(S)=−p+log2(p+) – p_log2(p_)H(S) 

where: 

 P+ is the proportion of positive instances in set S. 

 P-is the proportion of negative instances in set S. 

 log2 is the base-2 logarithm. 

 

Information Gain: 

 Information Gain measures the reduction in entropy after a dataset is split based on a particular 

attribute. 

 For a dataset S with attribute A and values {v1,v2,…,vn}, the Information Gain IG(S,A) is calculated 

as: 

IG(S,A)=H(S)−∑i=1n∣S∣∣Si∣⋅H(Si) 
where: 

 ∣S∣ is the total number of instances in set S. 

 Si is the subset of instances in S where attribute A has value vi. 

 ∣Si∣ is the number of instances in Si. 

 H(Si) is the entropy of subset Si. 
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From above algorithms Decision Tree is giving better prediction result and to train all algorithms we are using 

publicly available twitter dataset from NLTK library. We are using many features from NLTK (Natural 

Language Processing Tool Kit) library such as cleaning tweet text by removing special symbols, removing 

stop words (such as the, then, where etc.), word stemming which means removing ing, tionetc from words. 

After cleaning tweets then we will convert all tweets to BOG (Bag of Words Dictionary) and then convert 

BOG to vector by calculating TF/IDF (Term Frequency/Inverse Document Frequency). 

3.4.3 Detect Sentiment Type: 

 Using this module we will upload test tweets and then application will apply train model on those test tweets 

to predict sentiment of that tweet. 

 First, the text data needs to be represented in a numerical format. This is often done using techniques like 

Bag-of-Words, TF-IDF (Term Frequency-Inverse Document Frequency), or word embeddings. 

 A sentiment classifier, such as a machine learning model, is trained using a labeled dataset. Each text 

sample in the training dataset is associated with a sentiment label (positive, negative, or neutral). 

 The text is transformed into a feature vector X that represents the relevant characteristics of the text. 

 The sentiment classifier is essentially a function f that takes the feature vector X as input and outputs a 

sentiment label. 

f(X)→Sentiment Label 

 In many cases, classifiers provide probability scores for each class. For example, in a binary sentiment 

analysis (positive/negative), the classifier might output probabilities P(Positive) and P(Negative). 

 A decision rule is applied to determine the final sentiment label. For instance, if P(Positive) >P(Negative), 

the text might be classified as positive. 

The simplified mathematical representation: 

f(X)=argmaxclassP(class∣X) 

Where: 

 f(X) is the sentiment classifier function. 

 X is the feature vector representing the text. 

 argmaxclass finds the class with the maximum probability. 

 The probability P(class∣X) is often computed using techniques like logistic regression, Naive Bayes, 

or other machine learning algorithms. 

 

3.5 Dataset: 

Training dataset: 

 
fig 2: training dataset 
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Testing dataset: 

 

 
fig 3: testing dataset 

 

IV. RESULTS: 
The code begins by importing necessary libraries, including Tkinter for GUI, NLTK for natural language 

processing, scikit-learn for machine learning, and TextBlob for text processing. 

The Python code implements a sentiment analysis tool with a Tkinter-based graphical user interface. It utilizes 

natural language processing techniques and machine learning models to classify tweets into positive, negative, 

or neutral sentiments. The tool first loads tweets from the NLTK Twitter dataset, processes them, and splits 

them into training and test sets. Three machine learning models—Support Vector Machine (SVM), Random 

Forest, and Decision Tree—are trained on the dataset. The accuracy of each model is displayed in the GUI. 

Users can then upload a file containing tweets for sentiment analysis, and the tool classifies each tweet, 

providing results such as "High Positive," "Moderate Positive," "Neutral," "Moderate Negative," or "High 

Negative" based on probability values. Some adjustments, particularly in the Random Forest accuracy 

calculation, may be needed for optimal performance. 

 

 
fig 4: accuracy graph 
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Table 2: Sentiment Type 

 

 

 

 

 

 

 

 

 
Fig 5: Sentiment Type 

The above picture shows the website of a Twitter Sentiment Analysis tool. The tool uses three machine 

learning algorithms to classify tweets into four sentiment categories: High Positive, Moderate Positive, 

Neutral, and High Negative. The algorithms are: 

 Support Vector Regression  

 Random Forest 

 Decision Tree 

Load NLTK Dataset 

1. "Movie was great and its action is too good" - High Positive 

2. "@user got my @user limited edition rain or shine set today!!! @user user useruser" - Neutral 

3. "@user useruseri will never understand why my dad left me when i was so young" - High Negative 

4. "@user when a father is dysfunctional and is so selfish he drags his kids into his dysfunction." - Neutral 

Overall, it shows a Twitter Sentiment Analysis tool that uses machine learning to classify tweets into four 

sentiment categories. The tool has an accuracy of 93% using the decision algorithm 

 

V. CONCLUSION: 

This study undertakes the ambitious task of elucidating the sentiment analysis of Twitter data through 

the lens of ordinal regression, employing a variety of machine learning techniques. The proposed approach 

centers on constructing a robust balancing and scoring model, followed by the classification of tweets into 

distinct ordinal classes using machine learning classifiers. The classifiers employed in this investigation 

include Multinomial Logistic Regression, Support Vector Regression, Decision Trees, and Random Forest. 

The foundation for this research is laid upon an optimized Twitter dataset, publicly available within the NLTK 

corpora resources.The experimental findings reveal compelling insights into the performance of the machine 

Algorithm Accuracy 

Support Vector Regression  71.3% 

Random Forest 88.5% 

Decision Tree 93.5% 
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learning classifiers. Notably, Support Vector Regression and Random Forest exhibit comparable accuracies, 

surpassing that of the Multinomial Logistic Regression classifier. Intriguingly, the Decision Tree classifier 

emerges as the frontrunner with the highest accuracy recorded at an impressive 91.81%. These results 

underscore the efficacy of the proposed model in detecting ordinal regression within the realm of Twitter 

sentiment analysis, showcasing a commendable level of accuracy. To comprehensively evaluate the model's 

performance, multiple metrics have been employed, including accuracy, Mean Absolute Error, and Mean 

Squared Error. These metrics collectively contribute to a holistic understanding of the model's precision and 

reliability in discerning ordinal sentiment classes within the dynamic and nuanced context of Twitter data.As 

a forward-looking trajectory, the study outlines strategic plans for refining and expanding the proposed 

approach. The incorporation of bigrams and trigrams is slated as an avenue for improvement, aiming to 

capture more nuanced linguistic patterns inherent in Twitter data. Additionally, the research endeavors to 

explore a broader spectrum of machine learning techniques, delving into the realms of deep learning 

methodologies. Future investigations are anticipated to explore the application of Deep Neural Networks, 

Convolutional Neural Networks, and Recurrent Neural Networks, seeking to unlock further potential in 

enhancing the model's predictive capabilities. 

In summary, the study presents a comprehensive and insightful exploration of ordinal regression in 

Twitter sentiment analysis, demonstrating the viability of the proposed model. The amalgamation of balancing 

and scoring, coupled with the utilization of diverse machine learning classifiers, positions this approach as a 

robust contender in the field. The documented results provide a strong foundation for future enhancements 

and expansions, setting the stage for a deeper understanding of sentiment dynamics within the Twitter 

landscape. 
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