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ABSTRACT 

 

Smart surveillance has got tremendous traction in recent years. An important component in smart surveillance is 

physical violence detection. All existing violence detection models have a pre- processing step where required 

frames are extracted from a video. The existing interval sampling method is simple and the frames it picks 

sometimes lose the action in the video. In this literature we have introduced a novel key framing method based 

on encoding and clustering as a pre- processing step for frame extraction. In the violence detection model, we 

have used ResNet50 as image encode. Our model is trained on Mix dataset. A dataset formed by combining 

Hockey fights, Movies and Violent flows dataset. Our model is compared with start-of-the-art models on a test 

dataset. The test dataset is formed by collecting 20 videos from YouTube and annotating manually. Our key 

framed model performs better than the state-of-the-art models even with 360 frames less for a 1 minute video 

clip. 

Keywords: Violence detection, Keyframe extraction, Spatial- temporal CNN. 

 

INTRODUCTION 

 

Safety and security are an increasing concern in modern society. There is a steady increase in public violence. 

Most of these cases go unnoticed or it is too late to apprehend the perpetrator. There is lack of immediate 

notification methods to authorities that can help in the easement of the process. Considering the above 

mentioned, we have proposed an application that can detect physical violence in public using deep learning 

method. The proposed application takes feed from CCTV cameras as input and monitors physical violence and 

guns in public and trigger alarm mechanisms. We also implement key framing algorithms to select suitable 

frames that can effectively reduce the computational power and load on the server. The pre-trained convoluted 

model can help in better feature extraction. 

 

Any violence detection system can be divided into the following modules preprocessing, Frame feature 

extraction, Action recognition, Action classification. In most of the literature's interval sampling is used as 

preprocessing step. Video have redundant frames. Preprocessing step aimed at filtering these redundant frames 

and passing only significant frames that represent action. One of the preprocessing steps used is interval 

sampling. Number of frames required from the video are taken at regular intervals. This helps to eliminate 
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redundant frames because redundant frames are close to each other in a video. If action sequence is concentrated 

in small duration in the video, Frames representing action are not equally distributed in the video. In such 

situations interval sampling fails. 

In this work, we propose a ResNet50 [1] convLSTM [2] architecture to detect violence. We introduce a new 

preprocessing method for frame extraction from videos based on keyframing. Videos as a whole contain 

redundant frames processing all the frames in the video is unnecessary and inefficient. Many existing methods 

use interval sampling to mitigate this problem. Interval sampling means taking desired number of frames from the 

video at equal interval. This brings a new set of problem. The frames extracted may not represent the action in the 

video. The action frames may be concentrated at one segment of the video. It is always better to take frames 

representing the action in a video. If there is no action there can't be any violence. 

The objective of key framing is to extract desired number of frames in the video which better represents the 

action in the video. The keyframing method we propose makes use of MobileNet V3 [3] encoder and k medoids 

[4] clustering. The keyframing approach encodes all the frames in the video and applies k means clustering. 

Clusters of frames equal to the number of frames required are formed. Center from each cluster is taken as the 

representative frame. Frames in the same cluster are similar to each other and have minimal action. Only one frame 

per cluster is taken as the keyframe. The keyframes collected are feed to our violence detection model. Violent or 

non-violent label is returned from the model. 

Our novel keyframing is used as a preprocessing step in both training and testing phases. Keyframing introduces 

significant improvement in violence detection in any model that uses interval sampling. In this literature, we have 

compared the performance of our proposed model with existing interval sampling and our novel keyframing as 

preprocessing methods. For training the models we have mixed Hockey fights, movie and violent flows datasets 

and created a dataset called Mix dataset. For testing purpose, we have collected 20 videos from YouTube and 

manually have annotated. 

This paper is outlined as follows. Section 2 discusses on existing works. Section 3 provides more detail about the 

model architectures we propose. Section 4 describes the datasets used in this work. Section 5 summarizes the 

training methodology and experimental results. 

 

RELATED WORK 

 

In [5], violence is detected using CNN, Bidirectional LSTM cells and Dense layers. A video byte is fed to the 

model as input. The model takes frames at evenly spaced time frequencies. Ten frames are filtered from the 

video. The model passes each filtered frame through a CNN to filter the information in the frame that was passed. 

After that, Bidirectional LSTM is used to identify the chronological flow of events. Lastly, a dense layer and a 

classifier determines the presence of violence in the frames. 

The model in research [6] has the following components, a 3-D convolution based spatio-temporal encoder and 

classification layers. Video bytes are given to the network and it creates the first 64 feature maps using the basic 

convolution layer. Following that, N new feature maps are produced by each layer, where N is a tunable 

hyperparameter. Every dense layer uses a bottleneck design with pre-activation. Any two dense blocks are 

separated by a transition layer. To link the network for classification purposes a global average pooling layer was 

used. 

 

In paper [7], the proposed 3D ConvNet structure is comprised of 13 layers. The first 10 layers are convolution 

and pooling layers. It is then followed by 2 FC (Fully- connected) layers and a SoftMax layer for assigning 

values to the determined classes. The proposed approach mainly focuses on a gray-centroid key framing. 

Distinctive frames are taken based on the proximity to the center. The closest frame is taken to be representative 

frame. Random sampling is used to get the desired number of frames. 

In study [8], a VGG13 network is used for frame feature extraction, a BiConvLSTM is used for action 

recognition, and four fully connected (1000, 256, 10, 2) dense layers are used for classification. The deviation 

between adjacent frames are used by the network. 
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In study [9], four fully linked (1000, 256, 10, 2) dense layers are utilized for classification, a Convolution LSTM 

(ConvLSTM) is used for temporal analysis and action recognition, and an Alex-Net network with Image-Net 

training is used to extract frame features. The network uses the deviation between adjacent frames as input. 

The work done in [10] takes a different approach, RGB images are fed into the first stream that performs spatial 

analysis. The second stream focusing on temporal analysis is given stacked grayscale images over 3 channels. 

Both the streams make use of CNN that can effectively discard patches that contain no useful information. 

Xception performs the mentioned operation. Both streams' output are merged using class score and classified as 

videos containing either violence or non-violence. 

Paper [11] focuses on low-cost CNN to detect violence. These low-cost CNN can run on edge devices and can 

detect violence fast. Models like sqeezenet, mobilenetv1, mobilenetv2 and nasnet mobile are trained and 

compared. Sigmoid function is used to classify violence, non-violence and uncertain detections. 

In paper [12] persons are detected by using yolov3 model. Pose information is extracted from the persons using 

Carnegie Mellon's Open Pose. Instead of sequence of frames, sequence of persons in frame pose information is 

feed to a custom CNN model. The pose information as feature vector helps the model to predict better with few 

layers. 

In all the papers discussed, dataset used are wither from hockey matches, movies or web-scrapped videos. 

 

In paper 

[6] these datasets are mixed and used for training. Testing is done on validation dataset set aside during training. 

Best model is chosen by five-fold cross validation. Accuracy is used as the metric for comparison. 

 

MODEL ARCHITECTURE 

 

The proposed violence detection system in Fig. 1 takes a video clip as input and returns a violent / non- violent 

label. It consists of four modules. The key framing module (pre- processing) takes the video clip as input, extract 

frames and gives 10 prominent frames from the clip. These frames represent the content of the clip better and 

reduce redundancy. Key framing is used to reduce the amount of frames to the required size of the violence 

detector model. The 10 input frames are reduced to 5 by taking difference between consecutive pairs of frames. 

The 5 frames are fed to individual ResNet50 encoders for image feature extraction. The encoders outputs are 

passed to ConvLSTM action detection model for action recognition. Its output is passed to a fully connected 

classification model which returns a violence / non-violence label. 
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Key framing in Fig. 2 helps in extracting the best representative frames when only few frames are needed from 

the video. Traditional sampling methods like interval sampling, samples required number of frames at regular time 

intervals. This leads to redundant and static frames to be selected especially in situations where actions are 

dispersed in video. The key framing module first extracts all the frames from the video clip. The extracted frames 

are encoded using MobileNet V3 small pretrained on ImageNet. The encoded matrices of each frame are 

combined and converted into vector point. K medoids clustering is applied on the vector points. The number of 

clusters to be formed is set as the number of frames required as cluster centers are taken as the key frames. K 

medoids clustering takes cluster centers as one of the vector points. The centers of the clusters formed are taken 

and are mapped back to the frames. 

The frames in the same cluster have similar features so, only one representative frame (cluster center) is taken. K 

medoids is used because cluster centers are always one of the points in the vector set. The frames obtained are 

sorted and returned to the violence detection model 

The violence detector module in Fig. 3 is trained on the Mix dataset. It is composed of 4 modules. The key 

frames extracted are given to the module as the input. The frame difference module reduces the input number of 

frames into half by taking difference between consecutive pairs of frames. The frame differences well represent 

the action than individual frames. The set of frame differences is given as input to the encoder. The encoder 

module uses ResNet50 model. ResNet50 is chosen because of its robust architecture pre-trained on ImageNet. It is 

an efficient and powerful image encoder. The encoder encodes individual frame differences and send it to the 

action detection module. The action detection module is a ConvLSTM with 256 hidden layers. LSTM is a RNN 

model which recognizes temporal changes. Convulsion LSTM is used for analyzing temporal changes of images. 

ConvLSTM is chosen because it is better at handling spatiotemporal correlation. Learning spatiotemporal 

correlations is important for video analysis. 
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Fig. 4. Violence detector model data flow 

 

RESULT ANALYSIS 

 

A. Training 

Google colab is used as the platform for training. The models are trained on the mix dataset. Along with the 

proposed model (Key framed ResNet50 ConvLSTM) three other models are trained for testing. The three models 

are Interval sampled CNN BiLSTM, Key framed CNN BiLSTM and Interval sampled ResNet50 ConvLSTM. The 

mix dataset contains videos labelled as violent / non-violent. A series of 10 frames that are labelled as either 

violent or non-violence are taken as input. The dataset is pre-processed to required form based on the model. 30 

percent of frames in the video are extracted using interval sampling / key framing and sequences of 10 frames are 

labelled as violent / non-violent to generate the required datasets. 

The following hyperparameters are selected for each model that is trained. The loss calculation method is based 

on sparse categorical cross-entropy. As the optimizer, SGD is utilised. The rate of learning is set at 0.001. The 

metric for training is accuracy. The four models are trained till the peak and stabilisation of their validation 

accuracy. 

The validation accuracy for Interval scaled and key framed CNN BiLSTM models goes to one as the models are 

small and tend to overfit. In ResNet50 – ConvLSTM models, Batch normalization prevents overfitting. In the 

validation accuracy between interval sampled and key framed ResNet50 ConvLSTM models' key framed model 

has higher accuracyas shown in Fig 5 and 6.Table 1 shows the validation accuracy comparison for interval and 

key framed models. 

 

B. Testing 

The models are tested on the violence test dataset collected. For comparison, along with the proposed model 

(Key framed ResNet50 ConvLSTM) three other models are also trained and tested. The three models are Interval 

sampled CNN BiLSTM, Key framed CNN BiLSTM and Interval sampled ResNet50 ConvLSTM. The violence 

test dataset contains videos labelled as violent / non-violent. The models' input is a sequence of 10 frames. The 

dataset is transformed to required form based on the model. 30, 10, 5 percent of the video is extracted using 

interval sampling / key framing and sequences of 10 frames are generated as the input for testing the different 

models. 

The results shows that a model with key framing performs better even with a smaller number of frames extracted 

from video clip are used to test. In CNN - BiLSTM models, with 30% of the frames extracted from the videos, 

key framed performs equal to interval sampled. Similarly for 10% and 5% frames extracted it performs 1% 

better. 

As shown in Table 2, in ResNet50 – ConvLSTM models, with 30% of the frames extracted from the videos, key 

framed performs 8% better than interval sampled. Similarly for 10% and 5% frames extracted it performs 6% and 

19% better. From these results we infer that interval sampled violence detection models' performance degrades 

with less no of frames extracted from the videos. Our key framed ResNet50 – ConvLSTM on an average 

performs 19% better than interval sampled CNN BiLSTM. 
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CONCLUSION 

 

Most of the existing violence detection models use interval sampling as a pre-processing step to extract 

framesfrom video. Our violence detection model introduces key framing as a pre-processing step. Our model 

was able to perform better with the introduction of key framing with respect to both accuracy and lesser 

computational power. The model is trained in such a way that it does not overfit. Key-framed violence 

detection performs better with a smaller number of frames. The proposed model with key framing performs 

19% better than with interval sampled with only 5% of the frames extracted from the video. And our key 

framed ResNet50 – ConvLSTM on an average performs 19% better than interval sampled CNN BiLSTM. 

The future work for violence detection would be to collect better datasets as existing datasets are small and 

limited in size and are skewed to a specific context of violence. Our key framing approach as a pre-

processing method can be used and tested on other violence detection methods. 
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