
www.ijcrt.org                                               © 2023 IJCRT | Volume 11, Issue 11 November 2023 | ISSN: 2320-2882 

IJCRT2311409 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org d492 

 

A Review Of The Hand Gesture Recognition 

System: Current Progress And Future Directions 
 

1Payal Satish Hingmire, 2Satwik Rajendra Aghav, 3Amey Shekhar Raut, 4Prof.B.B.Gite 

1Student, 2Student, 3Student, 4Guide 

1ISB&M, 

2ISB&M, 

3ISB&M, 

4ISB&M 

 

 ABSTRACT This paper reviewed the sign language research in the vision-based hand gesture recognition system from 2014 to 

2020. Its objective is to identify the progress and what needs more attention. We have extracted a total of 98 articles from well-

known online databases using selected keywords. The review shows that the vision-based hand gesture recognition research is 

an active field of research, with many studies conducted, resulting in dozens of articles published annually in journals and 

conference proceedings. Most of the articles focus on three critical aspects of the vision-based hand gesture recognition system, 

namely: data acquisition, data environment, and hand gesture representation. We have also reviewed the performance of the 

vision-based hand gesture recognition system in terms of recognition accuracy. For the signer dependent, the recognition 

accuracy ranges from 69% to 98%, with an average of 88.8% among the selected studies. On the other hand, the signer 

independent’s recognition accuracy reported in the selected studies ranges from 48% to 97%, with an average recognition 

accuracy of 78.2%. The lack in the progress of continuous gesture recognition could indicate that more work is needed towards 

a practical vision-based gesture recognition system. 

INDEX TERMS Classification, feature extraction, dynamic hand gesture recognition, sign language recognition, vision-based hand 

gesture, recognition accuracy. 

I. INTRODUCTION 

On verbal communication is important in our life as it 

conveys about 65% of messages in comparison to verbal 

communication that contributes no more than 35% of our 

interactions [1]. Gestures can be categorized into hand and 

arm gestures (recognition of hand poses, sign languages, and 

entertainment applications), head and face gestures (such as 

nodding or shaking of the head, the direction of eye gaze, 

opening the mouth to speak, winking, and so on), and body 

gestures (involvement of full-body motion). 

Effective human-computer interaction (HCI) requires 

gesture recognition methods that are robust and accurate. 

Such recognition systems are used to serve as an alternative 

for the commonly used HCI devices such as mouse, keyboard 

etc. [2]. Automatic recognition systems, such as hand gesture 

recognition, are among the most active research areas as well 
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as one of the most significant for HCI [3]. Hand gesture 

recognition is particularly useful for applications that require 

natural human–machine interaction. 

Developing hand gesture recognition systems such as sign 

language applications is extremely important to overcome 

the communication barrier with people that are unfamiliar 

with sign language. Technology that automatically translates 

hand motions into text or audible speech for a non-signing 

person to interpret can help to reduce this barrier. 

The vision-based hand gesture recognition system is that 

can be applied in various applications such as 

communication, education, and rehabilitative tool. The 

system also can be used to assist in situations where a human 

interpreter may not be available for interpreting sign 

language. 

The task of hand gesture recognition is very challenging 

for the following reasons .First, the ability of the system to 

handle inputs that vary considerably from the input used 

during the development stage. For hand gesture recognition 

systems, input that may not be considered during the 

development stage includes environmental noise, signers’ 

variability, language variability, and so on. This is because 

we will usually apply restrictions on the environment of the 

signers reduce the problems in the segmentation and tracking 

process [4]. 

Another challenge in hand gesture recognition 

development is handling the transition movements between 

two signs as it is difficult to distinguish the beginning and 

end of the hand gestures for each sign. The system’s inability 

to identify the boundary between two signs may result in 

wrong or poor recognition. Due to this complexity, it appears 

that many researchers have placed less emphasis on 

continuous sign language for the vision-based hand gesture 

recognition, which has limited practicality for real-world 

applications [5]. 

The other challenge in this field is the development of 

robust signer-independent hand gesture recognition systems, 

e.g., a system that can be used by signers who are not 

represented during the training stage. Such systems are 

desirable for real-life applications as they can be used by a 

wide range of users without the need for every new user to 

be trained on the system [6]. 

Although the existing research on hand gesture recognition 

system had been summarized by several review papers, these 

papers had only examined the research progress in entirety. 

This includes the device-based and vision-based hand gesture 

recognition systems used for detecting sign language 

recognition. Since the vision-based hand gesture recognition 

system is practical for real-life applications, it must apply to 

any user in any environment. However, there had been no 

review which examined the extent of research made towards 

the development of the vision-based hand gesture recognition 

system and the possible future directions. As such, the 

current paper addresses that gap by reviewing current and 

past literature to examine the progress of vision-based hand 

gesture recognition system made thus far. 

The remainder of this paper is organized as follows. 

Section II discusses the research background of this review. 

Section III discusses the research aim and approach that 

include the review aim, and the research questions applied. 

Section IV discusses the major findings of the review which 

addresses the research questions formulated. Section V 

concludes this paper. 

II. BACKGROUND 

Hand gesture recognition is an application that converts sign 

language hand gestures into outputs such as text or voice. It 

can be categorized by the way sign language hand gestures 

are captured by the system; the vision-based system (where 

the gestures are captured using one or more cameras), and 

device-based system (where a direct-measure device such as 

designated electronic gloves equipped with sensors are 

generally employed to connect the user with the system). 

While the device-based systems are characterized by their 

efficiency, their real-life usage is limited due to the need of 

wearing the cumbersome device when interacting with the 

system. This issue, however, does not arise for the vision-

based systems, allowing users to interact more naturally with 

the system [7]. In terms of applicability, it has a wider 

application in outdoor scenarios. 

This easiness in use of the vision-based system was 

challenged by how it handles datasets made up of dynamic 

hand gestures in sign language, such isolated and continuous 

signs. According to [5], while most of the existing works 

focus on recognizing isolated gestures, their use in real-world 

applications is limited. Moreover, the development of hand 

gesture recognition using the vision-based system requires 

the use of more powerful feature extraction and 

discrimination methods [8]. 

The interest in gesture recognition has led to a large body 

of research, as has been noted in several review papers [3], 

[9]–[14]. Cheok et al. [3] reviewed the stateof-the-art 

technique used in recent hand gesture and sign language 

recognition research in areas such as data acquisition, pre-

processing, segmentation, feature extraction, and 

classification. Wadhawan et al. [12] focused on academic 

literature published from 2007–2017. These papers were 

reviewed in six dimensions (data acquisition techniques, 

static/dynamic signs, signing mode, single/double handed 

signs, classification techniques, and recognition rates). More 

recently,Aloysius and Geetha [13]reviewedthevision-based 

continuous sign language recognition (CSLR) system, and 

Ratsgoo et al. [14] focused on the vision-based proposed 

models of sign language recognition. 

It appears that the past works reviewed by researchers had 

left a gap; they had not examined the challenges and future 

direction of the vision-based hand gesture recognition 

system. Based on this, the current paper will address this gap 

by reviewing existing literature to identify the progress of 

research in vision-based hand gesture recognition systems for 

the present and for future directions. 

III. RESEARCH AIMS AND APPROACH 

This paper aims to review the current issues, progress, and 

potential future direction of the vision-based hand gesture 

recognition research. We have formulated two research 

questions for this purpose. 
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Research Question 1 (RQ1): What were the current issues 

and progress of the vision-based hand gesture recognition 

system in terms of data acquisition, data environment, and 

hand gesture representations? 

To address this research question, we extracted articles 

related to the vision-based hand gesture recognition system 

from 2014 to 2020 in totality to identify the issues and 

solutions. 

Research Question 2 (RQ2): What are performances of the 

existing vision-based hand gesture recognition systems and 

the possible future directions? 

To answer this research question, we extract the 

performance of the vision-based hand gesture recognition 

system in term of recognition accuracy to identify the 

possible future directions in gesture recognition. 

A. SEARCH METHODOLOGY 

To carry out the search, we applied specific keywords. The 

search criteria included in the process of identifying articles 

that focused on the following keywords. 

1. Sign language recognition, 

2. Dynamic hand gestures recognition. 

Our search covered popular databases such as: 

1. Science Direct, 

2. IEEE Explore Digital Library, 

3. Springer Link,4. Google Scholar. 

To screen our initial search, we applied the following 

inclusion criteria: 

– Publication date: between 2014 and 2020 inclusive. 

– Search domain: science, technology, or computer science. 

– Publication types: journals, proceedings, and transactions. 

– Article type: full text and reviews. 

– Subject: within the scope of hand gestures in sign 

language including isolated words, continuous sentences, 

and dynamic fingerspelling in the domain of the vision-

based hand gesture recognition system. – Language: 

English. 

Additionally, we applied the following exclusion criteria: 

– Studies that do not focus explicitly on the vision-based 

hand gesture recognition system in sign language. 

– Studies that do not cover other forms of gesture 

recognition in sign language. 

– Studies that discuss recognition of hand gestures in sign 

language as a side topic. 

– Studies that reviewed the works of others. 

– Studies that do not provide details of their experiments or 

experimental design. 

– Full text of the paper is not available (physical and 

electronic forms). 

– Opinions, viewpoints, keynotes, discussions, editorials, 

tutorials, comments, prefaces, anecdotal papers, and 

presentations in slide format, without any associated 

papers. 

IV. FINDINGS OF THE REVIEW 

Based on the search keywords we applied, 98 articles that 

satisfied the inclusion and exclusion criteria were selected. 

These articles were then closely examined by studying each 

article’s abstract, methodology, discussion, and results. Table 

1 shows the distribution of articles based on publication 

types, and the number of papers retrieved. Most of the papers 

were obtained from the IEEE Explore Digital Library. 

A. RESEARCH QUESTION 1 (RQ1): WHAT WERE THE 

CURRENT ISSUES AND PROGRESS OF THE VISION- BASED 

HAND GESTURE RECOGNITION SYSTEM IN TERM OF DATA 

ACQUISITION & DATA ENVIRONMENT, AND HAND GESTURE 

REPRESENTATIONS? 

From the articles reviewed, most of the 98 articles reviewed 

had highlighted the issues and progress of data acquisition 
TABLE 1. The distributions according to the publication type and the number of 

papers. 

 

and data environment (n = 47), and hand gesture 

representation (n = 44). 

1) ISSUES a: DATA ACQUISITION AND DATA 

ENVIRONMENT 

Table 2 depicts the issues that the existing works aim to solve. 

There are 47 articles that discuss the issues and progress on 

data acquisition and data environment. More than 80% of the 

47 articles (39 articles) had been conducted in a restricted 

laboratory environment. Lim et al. [15], explain this by 

stating that the ideal background for gesture recognition 

should include only the signer with no background as the 

background clutter can affect the gesture recognition 

accuracy. 

As such, almost all publicly available resources have been 

recorded under lab conditions for linguistic research 

purposes. Most of them share a common vocabulary size, the 

types/token ratio (TTR), and are signer/speaker dependent. 

This type of database, when trained, does not generalize very 

well because the structure of the signed sentences is often 

designed in advance, or it can only offer small variations. 

These can result in an over-fitted language model. 

Additionally, most self-recorded corpora consist of only a 

limited number of signers. 

One of the key issues in hand gesture recognition is the 

environment the system needs to work. Uncontrolled 

environment, which refers to unanticipated conditions, such 

as the background colour where the system operates, is a 

challenge not resolved in current research. In developing a 

hand gesture recognition system within an uncontrolled 

environment, researchers are facing with the difficulty of 

separating objects in the background that are similar with the 

skin colour. 

Hand gesture recognition needs to work with sign 

variations, such as non-restricted backgrounds, and different 

lighting conditions. Nonetheless, this is difficult to be 

addressed in practice, especially for vision-based systems 

because of the related constraints. Such constrain affects the 

performance of the image processing algorithms and these 
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problems are yet to be solved [16], [17]. With recent research 

focusing on real-life applicability, the development of 

suitable datasets becoming more challenging as it should be 

larger, and closer to real-life signing. However, these take 

time to process and can be difficult to be replicated [18]. 

b: HAND GESTURE REPRESENTATIONS 

As stated in [9], dynamic gesture representations can be 

classified into two types: isolated gestures or and continuous 

gestures. As the focus of gesture recognition is toward the 

dynamic hand for sign language, we also include the works 

on fingerspelling in this review. 

1. Isolated gestures – the signers perform one sign gesture at 

a time. For example, the isolated gesture of Chinese Sign 

Language for the word ‘‘WELCOME’’ in [19]. 

2. Continuous gestures – the signer perform continuously 

the signs. For example, continuous gestures of Indian 

Sign Language for the sentence ‘‘IT IS CLOSED 

TODAY’’ [20]. 

3. Fingerspelling – the act of spelling out the letters of the 

alphabet in a word using hand .For example 

,fingerspelling of American Sign Language for word 

‘‘TULIP’’ in [21] and alphabet ‘‘Z’’ in [22]. 

The main problem that lies in hand gesture recognition is 

the issue of handling non-gesture movements, which often 

intersperse the sequence of hand gestures [9]. Some 

examples of non-gesture movements are movement 

epenthesis (ME), and coarticulation. 

ME is the movement that occurs in continuous signs; it is 

not part of either of the signs. Moreover, it is not marked as 

to when the hands shifted to the starting position of the next 

sign. Aloysius and Geetha [13] state that ME does not have 

any information on the signs because there are no signs 

associated with them. 

Coarticulation happens in sign language, where the current 

sign is affected by the preceding and succeeding signs. Yang 

and Sarkar [23] explain, the coarticulation effects occur over 

longer durations and at the same time affect different aspects 

of the sign, such as the hand shape, position, and movement. 

Because of this effect, the appearance of the end of the sign 

and the beginning of the next sign can be significantly 

different under different sentence contexts, making it 

difficult to recognize signs in sentences. 

Gesture spotting is another critical issue in dynamic hand 

gesture recognition. Tanaka et al. [24] emphasize the 

significance of developing a method for spotting finger 

alphabets of words in sign language videos and displaying 

them on a screen to assist interpreters and the audience 

follow a presentation. As the hand shapes and movements 

used to create the letters in a finger alphabet are complicated, 

users may struggle to understand unfamiliar words spelled 

out by fingerspelling. They spot specific gestures expressed 

by fingerspelling in sign language video using temporal 

regularized canonical correlation analysis (TRCCA). 

Due to hand segmentation issues, feature extraction faces 

restrictions on the signers’ environment to achieve higher 

accuracy. Hand segmentation is a process in which images 

are partitioned into multiple distinct parts or objects. All 

subsequent processes in the hand gesture recognition system 

depended on the accuracy of the segmentation. If the data 

were missing due to inadequate segmentation, the accuracy 

of the system may reduce. 

As a result, researchers usually place restrictions on 

background colour to avoid hand segmentation issues in the 

background [25]–[27]. Researchers also place several 

restrictions on the environment of the signers ,such as 

wearing long sleeve clothing [28], [29] distance from the 

camera [30], uniform lighting [31], and using right hand 

gestures [32], [33]. Other researchers made use of coloured 

gloves to overcome the issue associated with skin colour, 

thereby making the process of segmentation easier [34]–[36]. 

c: SUMMARY 

Overall, there are three major issues with the development of 

the gesture recognition system. The first is the data 

acquisition process that requires suitable devices for effective 

input of the gestures. The second challenge is the data 

environment in which the hand gesture needs to work in. 

From the review, we noted that more than 80% of the existing 

works had emphasized the restricted laboratory environment, 

which may have little similarity with the real world. Finally, 

the third challenge lies in the gestures posed by users, which 

are unique for everyone. 

RQ1 focuses on the issues that limit the vision-based 

gesture recognition system to be more practical for real-life 

applications. When we deconstructed the issues of gesture 

recognition, we found that majority of the selected papers 

discussed issues related to data acquisition, data 

environment, and hand gesture representations. 

2) PROGRESS 

The progress in gesture recognition is discussed in terms of 

1) data acquisition and data environment and 2) hand gesture 

representations which are depicted in Table 3. 

a: DATA ACQUISITION METHOD 

There are four types of vision-based approaches for capturing 

images or video of hand gestures with a video camera [3]. 

1. Single camera – use of one camera at a time, such as video 

camera, digital camera, Webcam, or smartphone camera. 

2. Active techniques – use light projection to locate the hand 

and detect hand movement such as Microsoft Kinect 

camera and Leap Motion Controller 

3. Invasive techniques – use body markers like wrist bands 

or color gloves. 

4. Stereo camera – use multiple monocular cameras to 

capture images at the same time to provide depth 

information. 

Our review indicated that about half (53%) of the articles 

use single cameras for the data acquisition process, as shown 

in FIGURE 1. However, in recent years, the focus of the 

vision-based hand gesture recognition research has moved to 

the integration of more in-depth information. Recent studies 

have found active techniques (39%) such as Microsoft Kinect 

and Leap Motion Controller considered for hand gesture 
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recognition systems. The other approach is invasive 

techniques (8%). From the selected articles, not a single 

article has used the stereo camera for capturing hand 

gestures. 
TABLE 2. Categorization of issues in selected articles based on RQ1. 

i) SINGLE CAMERA 

Single cameras appear to be the more common approach used 

to acquire hand gestures, particularly dynamic hand gestures 

[27], [37]–[39]. Digital or video cameras without additional 

sensor devices are favored by researchers for detecting hand 

regions as they are cost-effective and realistic [40], [41]. 

With the advancements in the technology of capturing 

devices and processing of high-quality images [25], as well 

as having higher mobility than other types of SLR systems 

[42], cameras are now capable of capturing gestures. 

According to Shohieb et al. [26], one of the benefits of using 

digital cameras is that they can create a database that 

considers different lighting and background conditions that 

can provide the flexibility for various research purposes. 

Some researchers preferred webcams to collect data. Islam 

et al. [43] employ a low-cost color video using a webcam to 

address issues arising from the extraction of features and the 

detection of hand gestures captured using color videos. 

Mahmood et al. [44] used a Webcam (HP Pavilion dv6) to 

capture images for a real-time hand gesture recognition 

system. 

Mobile video cameras may also be used in real-time to 

collect data. Kumar et al. [46] and Rao et al. [47] captured a 

video in selfie mode using a smartphone with a 5MP front 

camera attached to the end of a selfie stick. Takayama et al 

[48] used a smart-phones camera to record the videos of the 

signers. Athira et al. [41] developed a real-time signer 

independent system for recognizing gestures captured with 

mobile camera videos. In Uchil et al. [49] a real-time 

recognition system used a standard smartphone camera as an 

input to recognize medical terms. 

Thongtawee et al. [45] stated that it is difficult to extract 

features from the boundary of binary images in alphabets 

gestures, thus proposing a 2D camera as it is fast enough to 

be used in real-time processing. 

ii) ACTIVE TECHNIQUES 

Microsoft Kinect (MK) has recently become a trend in hand 

gesture recognition. MK is a motion sensor that has been 

designed to track body movements. The use of cameras with 

MK for recognizing hand gestures is to make the system 

more reliable. MK can capture depth information [50]–[53]. 

Features extracted from MK are resilient to changes in 

illumination, size, and rotation [54]–[56]. 

 

FIGURE 1. Breakdown of studies from 2014 to 2020 based on data environment 

types in hand gesture recognition systems. 

The Leap Motion Controller (LMC), on the other hand, can 

explicitly target the tracking of hand and finger movements 

in 3D digital format. It can also identify the joints of the 

fingers as well as trace their movements while gestures are 

being performed. 

From there view, most of the studies had used a single 

depth sensor, either the MK or the LMC. Kumar et al. [58], 

[59] proposed a new multi-sensor fusion which is a 

combination of the MK and LMC. The overall recognition 

performance increases when MK and LMC are combined. 

iii) INVASIVE TECHNIQUES 

Several articles use invasive techniques like color gloves 

(which are not data gloves as they are not connected to any 

devices) for extracting hand gesture images. Single colored 

gloves on each hand are used in [34], [60] and single-colored 

gloves with separated colors on each hand are used in [35], 

[61]. While [62] uses an optical camera and gloves with 

different color regions to identify hand and finger motions. 

Although the use of color gloves aided the image capturing 

process to some extent, [63] combined MK sensors with a 

pair of color gloves to extract three features-depth, motion, 

and color. 

The environment in which the gesture recognition operates 

influences the solutions provided by the researchers. There 

are two types of environments in this field, which are 

controlled and uncontrolled environments. Less than 10% of 

the articles reviewed had looked at uncontrolled 

environments when focusing on hand gesture recognition. 
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TABLE 3. Categorization of progress in selected articles based on RQ1. 
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TABLE 3. (Continued.) Categorization of progress in selected articles based on RQ1. 

 
b: DATA ENVIRONMENT 

i) DATABASES 

Several studies have revealed that the existing hand gesture 

recognition systems used private datasets [21], [75], [93], 

[95], [98]. These datasets were recorded for specific research 

purposes, and they differed significantly from the actual 

language used outside the research laboratory .Most publicly 

available datasets were limited in both quantity and quality, 

resulting in higher recognition error by the existing hand 

gesture recognition systems. This issue is further 

compounded by the lack of adequate training. In addition, the 

existing hand gesture recognition had only been recorded in 

a few languages as shown in Table 4. Consequently, 

researchers had to resort to using new datasets for developing 

the hand gesture recognition system. 

While most of the selected articles focused on controlled 

environments, several works used datasets that ensure 

variability for addressing the issues associated with 

uncontrolled environments. In Kishore et al. [107], the 

dataset includes the occlusion of the signer’s hands and head 

while performing the sign. Rokade and Doye [74] recorded 

videos of hand gestures with complex backgrounds. 

ElBadawy et al. [109] recorded gestures of two signers from 

different backgrounds and wearing different clothing. 

Teodoro et al. [111] created the dataset with uncontrolled 

lighting and a variety of backgrounds and clothing. The 

dataset in Sidig et al. [110] contains some variation in 

clothing, the use of both hands, and the distance between the 

camera and the signers, which adds to the variability in hand 

size. Kumar et al. [114] proposed a rotation and position 

invariant framework where all sign gestures were performed 

at three different rotational angles. Selfie sign language 

gestures were captured by Rao et al. [112] from five signers 

in different viewing angles and background settings. 

Yang and Zhu [75], tackled the issues of the uncontrolled 

environment using publicly available video. Video images of 

the upper body were extracted from the Chinese sign 

language instructional video. On the other hand, works in 

[18], [39], [76]–[78], used publicly available databases for 

real-life continuous sign language recorded from the 

broadcasting news and weather forecast which are 

RWTHPHOENIX-Weather, RWTH-PHOENIX-Weather-

2012, and RWTH-PHOENIX-Weather-2014. 

ii) FEATURE EXTRACTION 

The effect of illumination under different lighting conditions 

can affect the skin and the image color. Kishore et al. [107] 

used an active contour model with intensity, color boundary, 

and shape information to extract signers from a clustered 

video background. Rokade and Doye [74] employ a hand 

segmentation algorithm that includes erosion operation, 

dilation operation, and conversion to YCbCr to distinguish 

regions of interest (the hands) from both uniform and non-

uniform backgrounds as well as the rotation-invariant 

algorithm for feature extraction. 

ElBadawy et al. [109] used a scoring algorithm based on 

canny edge detection to select several frames as input to the 

developed system, which then uses 3D CNN to extract spatial 

temporal features. Teodoro et al. [111] compared five 

implemented skin segmentation methods using the WEKA 

implementations of Machine Learning algorithms with 

Rotation Forest algorithm that performs skin pixel 

classification. Sidig et al. [110] applied Fourier, Hartley, and 

LogGabor transforms to the accumulated image—after 

processing skeleton data from Kinect with affine 

transformation. Kumar et al. [114], extracted three distinct 

features from 3D segmented data: angular features, velocity, 

and curvature features. Yang and Zhu [75] detected the center 

of hands and captured the upper body images around the 

hand using Haar feature, skin color detection, and Hue-

Saturation Value (HSV) color space. 

iii) CLASSIFIERS 

In general, researchers in gesture recognition focused on 

identifying suitable classifier(s) [28], [50], [52], [66], [79]–

[81], [110], [113]. The classifiers’ ability to discriminate a 
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particular sign in any environment is crucial. Many of the 

existing works for controlled environment tend to 
TABLE 4. Summary of the existing datasets use in the selected articles. 

   

       

       

       

       

       

       

       

       

       

       

       

       

       

       

       

 

apply the Support Vector Machine (SVM) as a classifier [14], 

[15], [18], [28], [30], [33], [63], [70], [71], [76], [81], [88], 

[90], [99]. 

The most commonly used classifier in uncontrolled 

environments is the Convolutional Neural Network (CNN) 

[75], [109], [112]. ElBadawy et al. [109] developed the 

system using 3D CNN. The system used depth map data and 

achieved more than 90% accuracy. Yang and Zhu [75] had 

used the CNN for Chinese Sign Language and achieve an 

accuracy of 99%. The three convolutional layers CNN model 

extracts the upper body images from videos directly, and it is 

also able to recognize the gestures in the images. On the other 

hand, Rao et al. [112] reported that the average recognition 

rate of the proposed four convolution layers CNN model is 

92.88 %, a rate that is higher when compared with the other 

state-of-the-art classifiers. 

While CNN is frequently used in uncontrolled 

environments, other classifiers had also been used in existing 

works. Kishore et al. [107] used the Artificial Neural 

Networks (ANN) to recognize gestures from video frames of 

signers in complex and variable backgrounds. The neural 

network can achieve a recognition rate of 93.63%. Sidig et 

al. [110] utilized three classifiers in uncontrolled 

environments; namely K-Nearest Neighbours (KNN), SVM, 

and Multi-Layer Perceptron (MLP). Among the three, SVM 

has the highest recognition accuracy at 98.8%. Other 

classifiers applied to uncontrolled environments include 

Random Forest (RF) [111], and the Hidden Markov Model 

(HMM) [114]. 

c: HAND GESTURE REPRESENTATIONS 

From Figure 2, most works focused on recognizing isolated 

gestures at 67% compared to dynamic recognition for 

continuous gestures at only 21%. Only 12% of the works 

used fingerspelling words and alphabets. 

The research in [19], [26], [89] focus on isolated gestures 

and continuous gestures. While [32], [41], [83] focused on 

developing hand gesture recognition systems for isolated 

gestures and fingerspelling. Others, as will be discussed 

further below, focus on a single type of hand gesture 

representation. 

i) ISOLATED GESTURES 

The review shows that most of the sign language datasets are 

for isolated gestures. There are several public datasets 

available for use including RWTH-BOSTON50 database 

[15], The ASL Lexicon Video Dataset [91], and MSR 

Gesture3D dataset [55] for American Sign Language, 

SignsWorld Atlas database [26] for Arabic 

Sign Language, A3LIS-147 Database [28] and ChaLearn 

2013 dataset [51], [80], [99] Italian Sign Language, Danish 

Sign Language database [76], [78], New Zealand Sign 

Language database [76], [78], LSA64 for Argentine Sign 

Language [35], Bosphorus Sign Dataset for Turkish Sign 

Language [104],and RPPDI dynamic gesture dataset for 

Brazilian Sign Language [73], [106] as shown in Table 4. 

For private isolated gestures datasets, most researchers 

used self-generating datasets for various languages such as 

the Indian Sign Language, Arabic Sign Language, and 

Chinese Sign Language. With the growing interest in hand 

gesture recognition systems, many new isolated gesture 

datasets have been created, including Brazilian Sign 

Language [80], Persian Sign Language [38], Kurdish Sign 

Language [44], Korean Sign Language [93], Malaysia Sign 

Language [56], Mexican Sign Language [54], Indonesian 

Sign Language [60], [102], Filipino Sign Language [34], and 

Turkish Sign Language [104]. 

ii) CONTINUOUS GESTURES 

For continuous gestures datasets, the largest publicly 

available datasets in the German Sign Language such as the 

RWTH-PHOENIX-Weather and SIGNUM used in [18], 

RWTH- PHOENIX-Weather-2012 [39], RWTH- 

PHOENIXWeather-2014 [76]–[78], [90] and RWTH- 

PHOENIXWeather-2014-multi-signer [39], [88]. Others 

datasets include the Signs World Atlas database [26] for 

Arabic Sign Language and HospiSign database for Turkish 

Sign Language [105]. 

There are many private continuous gestures datasets for 

Indian Sign Language and American Sign Language. Work 

by [20] and [29] used 10 Indian sign language sentences, 

which consist of two, three, and four types of gestures per 

sentence. On the other hand, [17], [31] used 50 signs and [67] 

58 signs in one sentence to recognize the continuous 

gestures. For the American Sign Language, [85] uses a 
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dataset that contain 25 signs. Work in [108] uses a small 

database with 5 sentences from two signers. Zafrulla et al. 

[97] used 92 different sentences that consist of a vocabulary 

of 10 noun signs and 5 classifier predicates (actions that 

describe how a pair of nouns interact). Other continuous 

gestures include Chinese Sign Language [19], Bangladesh 

Sign Language [89], and Lao Sign Language [30]. 

Elakkiya and Selvamani [85] deal with ME issues in 

continuous sign sentences for real-time hand detection in 

uncontrolled environments. Choudhury et al. [115] use the 

height of the hand trajectory as a feature to detect ME. For 

efficient recognition, the signs obtained after eliminating the 

ME frames from the input sign sequence are recognized 

using a combination of spatial and temporal features. 

iii) FINGERSPELLING 

Some research has applied fingerspelling datasets, as most of 

the selected works emphasize static images. We discovered 

three works that used finger spelling in sequence for 

American Sign language: [74] created a dataset of 22 

fingerspelling words and [21], [86] created a dataset of 300 

fingerspelling words. Work by [84] created continuous digits 

for Pakistan Sign Language 

.While[24]datasetcomprises8fingerspelling words from 

different view points,developedforJapaneseSign Language. 

In [32], a database for Latin with 28 fingerspelling words was 

developed. 

Rokade and Doye [74] attempted keyframe detection 

algorithms on finger spelling in sequence to distinguish the 

gesture and non-gesture frames in near real-time. Athira et al. 

[41] presented a method for removing coarticulation in 

dynamic fingerspelling alphabets. In this step, gesture 

spotting is used to determine the start and endpoints of a 

gesture pattern, and coarticulation is detected using the 

gradient of acceleration approach. 

iv) FEATURE EXTRACTION TECHNIQUES 

One of the solutions in hand gesture recognition is the 

features and the feature extraction techniques. Some of the 

more prominent techniques are Histogram of Oriented 

Gradient (HOG), Convolutional Neural Network (CNN), and 

Principal Component Analysis (PCA). 

HOG is a feature descriptor that is often used to extract the 

appearance or the shape of an object. The HOG feature 

descriptor counts the occurrences of gradient orientation in 

localized portions of an image. There are several articles 

from the selected papers that extract features for handshape 

using HOG. Jiang et al. [53] extract a representative sign 

feature vector composed of normalized hand trajectories and 

HOG feature, which represents hand shapes as HOG can well 

describe the shape and appearance of an object and adapt to 

illumination variation or complex background. Huang et al. 

[68] found that both the change of hand shape and the 

trajectory of body movement are two of the most important 

features to describe a sign motion. They extract and combine 

two kinds of features: HOG from hand-shape image and 

coordinate locations of joints (trajectory) to train the GMM-

HMM model. Wang et al. [95] adopted the HOG feature 

extracted from the hand region, which is segmented using a 

self-adaptive skin model and depth constraint. The self-

adaptive skin model is initialized by the skin of the human 

face and updated by the skin of the detected human hands in 

previous frames. Since the dimension of the original HOG is 

too high, PCA is applied for dimensionality reduction and to 

retain only the most salient dimensions. 

 

FIGURE 2. Breakdown of studies from 2014 to 2020 focusing on hand gesture 

representations. 

He et al. [99] first adopt Histogram of Oriented 

Displacement (HOD) and Relative Distance Features (RDF) 

by using validation hidden markov model (VHMM) to 

describe the sign trajectory. As for hand shape feature, they 

consider HOG in local hand regions. 

Zheng and Liang [55] proposed a discriminating descriptor 

called 3D motion map-based pyramid histograms of oriented 

gradient (M-PHOG) for depth-based human gesture 

recognition.The3Dmotionmapisgeneratedthroughtheentired

epth video sequence to encode additional motion information 

from three projected orthogonal planes. By adding pyramid 

representation, the HOG descriptor is extended to M-PHOG 

which can characterize local shapes at different spatial grid 

sizes for gesture recognition. 

Zhang et al. [64] proposed a new feature called enhanced 

shape context (eSC) to represent the spatial and temporal 

information feature for trajectory. In addition, they utilize the 

HOG feature for hand shape representation to describe the 

hands in video and PCA to reduce the dimension .Other 

works that use HOG are [18], [21], [50], [65], [81], [86]. 

PCA is a dimensionality reduction technique that has four 

main parts: feature covariance, eigen decomposition, 

principal component transformation, and choosing 

components in terms of variance. [21], [86] used the PCA for 

extracting Histogram of Gradient (HOG) features using 

multiple spatial grids (4 × 4, 8 × 8, and 16 × 16), while Wang 

et al. [95] used PCA for exacting the HOG feature from hand 

region, which is segmented by using self-adaptive skin model 

and depth constraint. Other researchers that used PCA for 

extracting HOG are [55], [64], [65]. Ahmed and Aly [82] 

used PCA for describing the texture and the shape of sign 

language images, while Tripathi and Nandi [20] applied PCA 

for extracting the Orientation Histogram (OH) and reducing 

the feature dimension. Rao and Kishore [47], have applied 

PCA for extracting the hand and head contour energies 

features for classification computed from discrete cosine 

transform. 
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CNN is one of the most widely used techniques in deep 

learning architectures. The main advantage of CNN over its 

predecessors is that it detects the important features 

automatically without any human supervision. A CNN model 

has two parts: feature extraction and classification. The 

convolution pooling layers extract the features while the fully 

connected layers serve as a classifier. Islam et al. [43] 

propose a feature extraction process using CNN that consists 

of one or more fully connected convolutional layers as a 

standard multilayer neural network. Also, CNN has several 

dynamic parameters to train up the machine easily. 

Camgoz et al. [78] used CNNs that take images as inputs 

and extract spatial features to extract Bidirectional Long 

Short-Term Memory Layers (BLSTM) temporally model the 

spatial features extracted by the CNNs. Cui et al. [88] used 

Recurrent CNN with temporal convolution and pooling for 

spatial and local temporal feature extraction, while Koller et 

al. [90], used hand shape-CNN as feature extractor for an 

additional GMM-HMM sign model. El Badawy et al. [109] 

applied the 3D CNN for extracting spatial-temporal features 

and motion information encoded in multiple contiguous 

frames. Similarly, Liang et al. [103] applied 3D-CNNs to 

extract spatial and temporal features from video streams, and 

the motion information is captured by noting the variation in 

depth between each pair of consecutive frames. Other works 

that used CNN for feature extractions are [39], [40], [49], 

[52], [61], [75], [76], [112]. 

Another technique is the Local Binary Pattern (LBP), 

which is an efficient method used for texture feature 

extraction. This method is very popular for face detection and 

pattern recognition approaches. The LBP operator transforms 

an image into an array or image of integer labels describing 

the small-scale appearance of the image. Ahmed and Aly [82] 

employed the LBP to describe the texture and the shape of 

sign language images, while Santa et al. [89] used LBP for 

feature extraction. The LBP values on the hand region are 

calculated and 256- dimensional LBP histogram is generated 

from a hand region of interest (ROI) [51]. 

Other techniques of feature extraction from the selected 

articles are Zernike moments [41], [91], Radon transform 

[74], Convolutional self-organizing Map (CSOM) [92], 

scale-invariant feature transform (SIFT) [80], temporal 

accumulative features (TAF) [104], edge orientation 

histograms (EOH) [87], convexity approach [106] and 

convex invariant position based on RANSAC (CIPBR) 

algorithm [73]. 

B. RESEARCH QUESTION 2 (RQ2): WHAT ARE 

PERFORMANCES OF THE EXISTING VISION BASED HAND GESTURE 

RECOGNITION SYSTEMS AND THE POSSIBLE FUTURE DIRECTIONS? 

1) PERFORMANCE OF THE SIGN LANGUAGE RECONGITION 

SYSTEM IN VARIOUS SETTING 

Table 5 depicts the reported results in terms of recognition 

accuracy by the selected articles. For the signer dependent, 

the recognition accuracy ranges from 69% to 98%, with an 

average of 88.8% recognition accuracy among the selected 

studies. On the other hand, the signer independent’s 

recognition accuracy reported in the selected studies ranges 

from 48% to 97%, with an average accuracy of 78.2%. 

The recognition accuracy based on the input devices is 

presented in Table 6. For single cameras, the average 

recognition accuracy for signer dependent is 88%, and for 

signer independent is 79%. For active techniques, the 

average recognition accuracy for signer dependent is 89.6%, 

and for signer independent is 77.2%. On the other hand, for 

the invasive technique, only one result was presented for 

signer independent recognition, which is 88%. 

We also looked at the recognition accuracy based on the 

data environment as shown in Table 7. For restricted 

environment, the average recognition accuracy for signer 

dependent is 88%, and for signer independent is 77%. 

However, for the uncontrolled environment (with only three 

articles reporting the results), the average recognition 

accuracy for signer dependent is 98%, and for signer 

independent is 90%. Though it does not provide conclusive 

evidence, it can be observed that the research on hand 

gestures in an uncontrolled environment shows promising 

results. 

Table 8 shows the recognition accuracy for hand gesture 

recognition. For isolated gestures, the average recognition 

accuracy for signer dependent is 92%, and for signer 

independent is 77%. For continuous gestures, the average 

recognition accuracy for signer dependent is 84%, and for 

signer independent is 82%. On the other hand, for the 

fingerspelling, the average recognition accuracy for signer 

dependent is 81%, and for signer independent is 71%. 

2) FUTURE DIRECTIONS a: 

DATABASES 

Many of the articles have postulated a future direction in 

which the gesture database will be bigger in term of number 

of gestures, number of people in the database and the 

coverage of the language [21], [35], [40], [51], [53], [60], 

[61], [64], [69], [75], [87], [97], [99]. It was highlighted in 

[105] that one of the important future directions in gesture 

recognition is the development of databases for many 

different sign languages i.e. a multilingual database which 

can be used in many research in the future. 

To increase the rapid capturing and development of 

databases, devices such as 3D cameras and Kinects will be 

increasingly applied in future research [22], [41], [58], [59], 

[100], [111]. The increase in the database that contains 

gestures in many environments is vital as many of the future 

works will be aiming to solve this issue. The database also 

needs to cover many areas that will be important in the future 

such as multilingual database [105], real-world data [24], and 

multi-signers database [95]. 

b: HAND GESTURE REPRESENTATIONS 

A variety of features can be used for hand gesture 

recognition, such as the shape of the segmented signer’s 

hands (which is the main source of information for 

interpreting a specific sign), the motion information, the 

location, and the orientation of the gestures. Most past studies 

had used the handshape for Sign Language Recognition 

(SLR), while hand motion was the least used in hand gesture 

recognition. 

Feature extraction of dynamic signs appeared to be more 

challenging than static gestures. Dynamic signs can be sub-
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divided into a set of basic movements which can be analyzed 

in higher recognition layers, with the support of a powerful 

grammar model. A clear advantage of dividing a gesture into 

basic units is that it is possible to represent a huge range of 

sign gestures. This scheme can also skip any undetected or 

erroneous units though using a powerful grammar model can 

be computationally expensive. 

Several authors have estimated that the future research in 

gesture recognition will be focusing on 3D gesture and the 

use of non-manual features [29], [58], [59], [71], [77], [84]. 

On top of that, greater emphasis should be made on dynamic 

gesture recognition [44], [45], as well as the continuous sign 

language [17], [25], [53], [71], [74]. 

c: OTHER POSSIBLE FUTURE DIRECTIONS IN GESTURE 

RECOGNITION 

The future direction for gesture recognition will likely cover 

several areas as follows: 

First, the future for this research lies in the need to expand 

the current feature set to be able to recognize more gestures 
TABLE 6. Input method and recognition accuracy. 

  

   

    

    

 

TABLE 7. Data environment and recognition accuracy. 

  

   

    

TABLE 5. Recognition rate for signer dependent and signer independent vision-based hand gesture recognition system from the selected articles. 
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TABLE 8. Hand gesture representation and recognition accuracy. 

 
 

   

    

    

    

 

(like those involving two hands or facial cues). The future 

gesture needs to deal with coarticulation [66] due to the 

extremely fast movements of the hand and this can be largely 

solved with an advanced data acquisition method. Second, 

the computational cost problem will be one of the issues to 

consider when developing camera devices [15], [91]. 

Reducing the computational cost means that the system can 

be developed in much a shorter time and reduce the learning 

time using advanced machine learning and unsupervised 

training. Third, another area that will be concentrated in the 

future is the use of smart and wearable devices [47], [49], 

[94] as the data acquisition tool. 

3) SUMMARY 

With regards to the data acquisition, most data were collected 

using single cameras in a restricted environment. The 

database used for the development of the hand gesture 

recognition system use limited numbers of standard signs 

which may not normally include the variation of signs for 

possible real-life applications. Moreover, many of the 

existing works did not look at the possibility of having a large 

size database for sign language. In addition, the nature of the 

restricted environment tends to constrict the choices made for 

data collection, which indirectly hinders the ability of the 

existing hand gesture recognition system, particularly in 

handing inputs that are beyond the restricted environments. 

Nevertheless, we must also understand that the use of 

restricted environments permits us to examine the 

effectiveness of the different solutions. 

The emphasis of the vision-based gesture recognition that 

was performed by the present paper was motivated by the 

fact that most of us own smartphones that have built-in 

cameras. As smartphone technology had improved 

tremendously, so has the ability of these cameras in capturing 

high quality images. Thus, integrating the vision-based 

gesture recognition system into an existing ecosystem of 

smartphone cameras would be an effective way to bring the 

system to be utilized for real-life applications. This explains 

why most of the existing works used digital cameras as the 

primary method for data collection. 

Further, most of the existing studies had also focused on 

recognizing isolated gestures, which have limited use. Only 

20% of the existing works had focused on continuous 

gestures. The lack in the progress of looking at continuous 

gesture recognition could indicate that a lot more work is 

needed towards a practical vision-based gesture recognition 

system. The lack of using continuous gestures could indicate 

the complexity of recognizing the gestures as well as the 

inability of the existing solutions to detect these gestures with 

acceptable levels of accuracy. 

V. CONCLUSION 

This paper had looked at the issues, progress, and possible 

future direction of the vision-based hand gesture recognition 

system over a period of seven years. It appears that almost 

every article we reviewed had highlighted the importance of 

data acquisition, features, and the environment of the training 

data. It was also noted that the majority of the databases used 

in hand gesture recognition research were those from a 

restricted environment, thereby signaling the need for sign 

language databases to be less restrictive and contain different 

environments. This paper thus concludes that to make the 

vision-based gesture recognition system ready for real-life 

application, more attention needs to be focused on the 

uncontrolled environment setting as it can provide 

researchers the opportunity to improve the ability of the 

system in recognizing hand gestures in any form of 

environment. 
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