
www.ijcrt.org                                             © 2023 IJCRT | Volume 11, Issue 11 November 2023 | ISSN: 2320-2882 

IJCRT2311070 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org a543 
 

AVOIDANCE OF DUPLICACY AND 

COMPELLING CLOUD SECURITY IN 

DIFFERENT CLOUD SITUATIONS 
 

Jibin Joy1, Dr. S. Devaraju2 

1. Research Scholar (Ph.D.), Department of Computer Science, Sri Krishna Arts and Science College, 

Coimbatore, Tamil Nadu, India 

2. Senior Assistant Professor, School of Computing Science and Engineering (SCSE), VIT Bhopal 

University, Bhopal, Madhya Pradesh, India 

 

ABSTRACT: 

Data deduplication is necessary for making data smaller and preventing duplication when transferring it. It is 

often used in cloud computing to increase the amount of data that can be transferred and reduce the amount of 

memory used. During the deduplication handle, delicate information integrity is safeguarded by means of an 

encryption approach, sometimes recently being redistributed. The SHA calculation is broadly utilized to store 

content information. The content is padded to make the security bits. During the deduplication handle, it 

computes the hash, which consists of hexadecimal, string, and integer information. The term "Hash-based 

deduplication" technique called hashing used to identify and remove duplicate records. The hash values of 

content information are important characteristics. Customers who share data with the cloud verify that copies 

of the data are stored in the cloud, unlike traditional methods of removing duplicate data. Strong limitations on 

virtualization include restricting the capacity of essential memory and preventing memory hindrance. Memory 

deduplication finds pages with the same content and combines them into a single information record to move 

forward performance whereas utilizing less memory. The MPT is used in cloud storage to remove duplicate 

information and store only one copy for multiple users. To keep cloud information safe, data is mixed up before 

and during deduplication. 

Keywords: Content-Based Page Sharing (CBPS), In-line duplication check algorithm (HIDC), Mapping 

Technique (MPT), Virtual Machine (VM), Content-Based Page Sharing (CBPS).  
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I.  INTRODUCTION 

SaaS, IaaS, and PaaS, which are cloud storage and preparation administrations, adaptively increase the cap and 

enhance capabilities without requiring new frameworks or allowing new programming. The cloud adaptably 

offers storage and preparation administrations like SaaS, IaaS, and PaaS that greatly increase the limit and 

extend capabilities without spending money on new frameworks or enabling new programming. Distributed 

computing expands the current capabilities of Information Technology (IT) because the cloud adaptively 

provides storage and preparation administrations like SaaS, IaaS, and PaaS that significantly enhance the limit 

and add capacities without spending resources in new frameworks. Deduplication, which lowers storage costs 

by enabling us to maintain only one identical duplicate of data with minute changes, has grown in significance 

as the world's data reservoir has increased significantly. Before being reappropriated, files are typically 

protected to protect their privacy. Traditional security will always lead to distinct cypher messages being 

produced from the same plaintext by various families. The riddle will take time, and it will hinder data 

deduplication. On the data target, working assets can be successfully filtered out and put into a hypercube 

structure. The hypercube scales uniformly as assets are added or removed in response to changes in the quantity 

of a given VM sample. Each process hub is self-contained and handles its remaining tasks using various 

distributed load adjustment criteria and algorithms, with no oversight from focus segments. In a cloud data 

centre, servers are always over-provisioned to satisfy the highest demand for requests, which wastes a lot of 

energy. 

II. REVIEW 

According to a Research study [1], one of the main challenges in virtualization settings is limited principle 

memory size. CBPS is responsible for detecting and sharing duplicate pages, whereas KSM stores memory 

pages in to multiple correlation trees, one stable and one risky. CBPS is a good way to reduce the amount of 

memory needed by servers by removing duplicate information. 

In order to determine if they can be shared, it is necessary to compare the engaging pages with pages from two 

large international trees. However, because unique information appears on a huge number of pages, this will 

result in a considerable amount of overhead from pointless page correlations. Instead of effectively identifying 

open doors for page sharing, the authors of this study offer a lightweight page Classification based Memory 

Deduplication method known as CMD to avoid unnecessary page correlation overhead. 

The fundamental concept behind CMD is that sites are categorised according to how accessible they are. 

Because it is assumed that pages with comparable access features are more likely to contain the same 

information, they are grouped together. With dedicated local ones in each page order, the enormous global 

correlation trees in CMD are separated into an immense number of small trees. CMD categorizes its pages into 

various setups depending on their unique page characteristics. Many different types of trees are made from the 

big correlation trees around the world. Each page grouping has its own specific trees. Pages from other orders 

are never compared and examined since there is a good chance that the relationships are meaningless. Page 
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examinations are conducted in a similar order. The authors' usage of basic tools allowed them to employ a 

memory follow-checking methodology to capture fine-grained page get-to attributes. Based on a research paper 

[2], virtual machine monitors (VMMs) are a well-known platform used for managing processes in the cloud 

and providing internet hosting services. Virtual machine managers (VMMs) decrease the expenses and 

administrative workload of hosting centers by allowing equipment resources to be shared among virtual 

machines operating on different systems. By using the right layout and movement techniques, factual 

multiplexing can be used to make the best use of easily accessible processors. However, the fundamental 

impediment to obtaining higher levels of combination is that this multiplexing is incompatible with principle 

memory. Previous studies have found that the memory experience of virtual machines running the same OS 

and applications is slightly decreased due to content-based page sharing. According to  research paper [40], 

adding in-centre memory pressure and sub-page level sharing (via page fixing) may greatly improve 

performance. One of the main challenges to more advanced implementations of virtual device multiplexing is 

crucial memory space. The primary objective is that gathering identical Web Pages over multiple virtual 

devices can provide an adequate storage reserve when conducting identical exceptional actions. Finding and 

resolving comparable pages and in-memory page pressure releases significantly more memory reserves, 

necessitating this work. The authors created a Difference Engine to show how memory savings can be achieved 

by using techniques like page fixing, page sharing, and compression. They also evaluated the effectiveness of 

these methods. Authors look at our experience dealing with a variety of specialised issues, such as 

i. calculations to quickly identify incoming pages for fixing. 

ii. request paging to help with over-membership of absolute designated physical memory, and  

iii. a clock system to recognise appropriate objective machine pages for sharing, fixing, pressure, and 

paging. 

As per the findings of a research paper, the existing memory system efficiently utilizes the spatial domain to 

swiftly transmit abundant data, while simultaneously maintaining low power consumption and cost of memory 

devices. However, because of access streams from autonomous strings are mixed up, the pattern of growing 

the number of memory-providing centres causes a decline in the perceived size of spatial regions. Memory 

access planning can recover a tiny portion of the initial region due to buffering constraints. The writers use a 

method called OS-controlled coloring to allocate banks for storing data. They assign multiple separate banks 

to each string that might collide with others. In order to make up for the limited bank parallelism in each string, 

the authors of this research utilize DRAM sub-positioning. The framework allows for an increase in the number 

of banks without raising its expenses. We can increase production and execution while putting a priority on 

reasonableness with the help of this integrated bank division and sub-positioning strategy. Our investigation 

demonstrates that this tactic can increase the territory, which fosters advancements in proficiency and 

execution. The authors further demonstrate how, when considering framework setups that typically include a 

small number of banks for each string, our technique becomes more and more applicable. Future frameworks 

should include equivalent bank-obligated designs, claim the authors, given how expensive it can be to expand 
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memory banks compared to raising the number of simultaneous strings in the CPU. Bank parceling performs 

effectively when each application in a multi-modified remaining burden has a broad geometric region. 

IMPLEMENTATION  

This section provides an overview of some data deduplication research studies that are pertinent to the goals 

of this work. The protected data deduplication strategies proposed in this work are discussed along with 

concepts and types of algorithms that are pertinent to them. 

SDD Framework (Secure Data Deduplication Framework for Cloud Environments) 

Any data deduplication technique must first partition the data (in this case, a file) into more manageable pieces. 

Chunking is the name of this procedure, and the generated units are known as chunks. In the literature, a 

number of chunking methods have been presented [6]. We suggest using the TTTD (Two Thresholds Two 

Divisors) method to divide files in our SDD framework. This method is good at managing small changes in a 

file. According to Kave and Tang in their research, using this strategy would only have an impact on nearby 

parts if the file's content was modified. To our knowledge, the TTTD approach (two thresholds two divisors) 

was initially implemented in data backup servers and has yet to be implemented in cloud environments. [8] 

The BSW procedure is a way to slide through a document used by the CDC algorithm. The CDC algorithm is 

a specialized version of the TTTD algorithm. A chunk boundary is created when the distance to a certain point 

in the data, like the previous boundary or the start of the file, meets a set limit called threshold t. Allowing 

algorithms to search for parts of the data that haven't changed would make the deduplication process faster. 

However, using these methods might give us numbers that are either too big or too small. This issue is solved 

in the TTTD algorithm by removing parts that are too small and dividing large parts into smaller pieces. TTTD 

has been shown to be one of the most effective ways to divide data into smaller parts. It works well with both 

computer models and real large data files. [6]. 

To keep the featured data private, the user makes sure each part of the file is safe in our SDD framework. To 

complete this assignment, we recommend using the convergent encryption method [9]. Instead of employing 

a user-selected random cryptographic key, this convergent encryption technique employs the actual content of 

the data to produce the same cypher text at every iteration. Due to this characteristic, this particular encryption 

technology is an ideal choice for data deduplication strategies that must adhere to user privacy standards. It is 

important to mention that there are other ways to encrypt information, such as using special codes or keys that 

only certain people have. This is done so that a message can be turned into a secret code, but different people 

may create different codes for the same message. However, these methods are not effective in verifying the 

presence of identical data among various users. 
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The encryption method created in study [9] was designed for data deduplication systems that utilize disk 

storage, not for cloud storage scenarios that require fast data access and retrieval. According to research [10], 

if both the encryption algorithm and data deduplication scheme are merged, a storage service that never 

exhausts space could be established. However, this is dependent on cloud storage providers being dependable 

and granting users unrestricted data access. But there was no evidence to prove this statement. 

Alternative ways of organizing and finding information use machine and learning-based techniques. A method 

using Support Vector Machine (SVM) was suggested in research paper [11] to create deduplication rules for 

each individual. However, this suggested method is not suitable for a regular cloud storage setup because it 

heavily relies on specific criteria and gathering of data. Authors [12] suggested using a Bloom filter to check 

if a data is new to the system. Authors [13] also assume that the streamed data is localized. 

One of the essential components in our suggested approach is to encrypt the data index of the duplicate data 

through the application of an asymmetrical searchable encryption technique. The concept of using special 

encryption techniques to protect a cloud user's data from untrustworthy cloud providers was first proposed in 

[14]. Many people use cloud storage to write and find data. Also, there could be one person who makes the 

data but many people who read it. With these limitations, our suggested approach allows the user to store the 

data on the internet and the service provider to search the data using a special encryption technique. 

Data deduplication may not always work with only one person writing and reading data, but symmetric 

searchable encryption algorithms do support this configuration. When multiple users need access to data but 

only one person is responsible for modifying it, multi-user symmetric searchable encryption approaches prove 

to be highly efficient. This is similar to data deduplication in cloud computing. The CSP is the only person 

who can read in the cloud; so this setup may not work well for data deduplication. Many researchers have 

studied how to search for specific information and perform complex searches in a security system. They have 

looked at different ways to encrypt the searches and protect the privacy of the responses. They have also 

explored the challenges of using these encryption methods in real-world systems. The final part of our 

architecture looks at how we can make sure that the information stored in the cloud is true by using proof of 

storage. The proof that shows how to find big files is explained in [20]. A way to store data that can be checked 

for accuracy on servers that cannot be trusted, as explained in a study by Ateniese and others. Their plan 

decreases the amount of data sent over the network and interactions with the server because the user doesn't 

have to get the information to check if it's authentic. In the end, they only take a small portion of the data sets 

instead of the whole set. As far as we know, these methods haven't been used to show the cloud computing 

environment or the context of data deduplication. 
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SEDD Scheme (Secure Enterprise Data- Deduplication in the Cloud Environment) 

During the primary phase of the Secure Enterprise Data Deduplication (SEDD) Scheme, a file chunking 

element separates a data file into multiple smaller segments having varied sizes. [22] To make sure a list is 

always up to date; we suggest using B trees. A type of B trees called B+ trees is commonly used in disk-based 

systems. 

Multiple techniques for preserving the indexing procedure have been documented in written materials. B+ 

trees have been identified as reliable data structures suitable for creating secure indexes in databases, as stated 

in [23]. To show how something works, we use a method to group the nodes and hide the way they are accessed 

from anyone trying to hack into them. However, this method does not use homomorphic encryption in the 

database. The significance of homomorphic encryption in our method lies in its ability to produce identical 

ciphertext for identical plaintext, imperative for data deduplication. Only the ways to access and search the 

CSP are protected. In the study, the data is split into smaller pieces to form the nodes of the trees using a method 

called data chunking. The data stored in the cloud is organized using a special type of structure called B+ trees. 

To simplify, the structured overlay helps create a local and wider index using B+ trees. This reduces the data 

sent to the cloud and speeds up the development of database applications. Once again, this strategy doesn't 

consider the security issues or the use of data deduplication in the database. 

Authors[25] proposes a method called searchable encryption, which allows for keyword-based searching of 

encrypted data without revealing the keywords to the service provider. A suggestion was made in [26] for an 

alternative method called a private keyword search, in simpler terms. In a study conducted by Boneh and his 

colleagues, referred to as [27], The text says that a new way to encrypt information has been created. In this 

new method, people who want to see the encrypted information can use special codes (public and private keys) 

to search for it. This means that the person who owns the information doesn't have to do the searching 

themselves. Database queries that utilize identity-based encryption and hash chains to ensure the integrity are 

referred to as having an audit log in reference [28]. 

POR-POW Scheme (Proof of Retrieval and Proof of Ownership Protocols for Data Deduplication) 

To protect data in the cloud storage, there are three types of storage protocols used to make sure the data is 

safe. One of these protocols is called a proof of data possession protocol, and it is used by the person who owns 

the data to check that it is stored correctly and securely in the cloud storage. The data owner uses a protocol 

called  POR (proof of data retrievability) to check if their information has been changed. If any changes are 

found, the owner can fix them and get the correct data. The cloud service provider (CSP) uses a protocol called 

proof of ownership (POW) to make sure they only give data to authorized users. Lastly, there is another proof 

of ownership protocol run by the CSP. The safety of cloud storage depends on three main ideas: PDP, POR, 

and POW. 

A POR is a quick message that a storage provider sends to a client to confirm that a specific file is undamaged 

and can be fully recovered by the customer. The concept was first introduced by Juels and Kaliski in an article 

called [29]. Using PDP addresses helps users make sure that the data they store in the cloud is trustworthy. 
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However, it doesn't guarantee that the file can be recovered. The idea was first suggested by Ateniese in a 

publication in [30]. It was then further worked on in publications in [31] and [32]. The term POW means that 

the CSP can be confident that unauthorized people haven't accessed or tampered with the data's safety. This 

was mentioned in [33]. 

 [84] is one of the earliest studies to examine POR mechanisms in connection with POW and POR procedures. 

In this research, a distributed setup is explained where a file was broken down into portions and assigned to 

various servers. The servers check the MACs of the assigned blocks to confirm if the data is accurate. The 

work did not provide clear explanations of the suggested designs and did not consider any security analysis.. 

[30] presents a rather helpful piece of work on PDP, a proof-of-data-possession system integrating blocks of 

files and homomorphic verifiable tags, in conjunction with a security proof based on the idea of game theory. 

These schemes have two drawbacks. They are, first of all, impractical for real-world applications due to their 

requirements. They don't allow getting information if it is corrupted. In a later work, a new version of these 

techniques is introduced. This version can be checked by the public and allows for an unlimited number of 

exchanges between the user and the server. 

These identical approaches could be enhanced further, leading to a small overhead that is almost constant 

regardless of the size of the server-side files, as proposed in [32]. They are still being evaluated in terms of 

their feasibility for a majority of applications. Furthermore, these approaches limit data retrievability in the 

event of data corruption. Another piece of work by Shachams [35] proposed the use of homomorphic 

authenticator tags in blocks of files. The tag values are averaged over more blocks in this strategy, which lowers 

the bandwidth requirement. Their approach also provides a limitless number of trials. Above all, none of the 

aforementioned techniques address data deduplication. 

Data sentinels were first considered in [36], which established a POR protocol using error-correcting coding 

methods. Code checks known as sentinels are implemented for the purpose of rectifying mistakes.They are not 

made specifically for certain groups of numbers or letters, and they are placed randomly in the stored data. We 

can reduce the amount of storage needed by using a method called twofold encoding of data. It is an 

improvement to this idea that includes a complete approach to protect against Byzantine adversaries 

[29].Sentinels are put into the original data blocks; hence these methods are inappropriate for data 

deduplication. The main reason is that markers were placed randomly in the original data, which made it hard 

for the CSP to find and reject similar data.  

The author[37] suggests a new way to store data that makes it simpler to remove duplicate information. The 

information is separated into separate parts, or "chunks," and special tags are created for each part of the file 

to remove any duplicates. Next, to confirm the authenticity, information and these markers are sent to the cloud. 

In this method, the CSP is completely trusted because it can see the information without any encryption. 

Additionally, a system called Random Oracle Model that relies on the computational Diffie-Hellman 

assumptions demonstrates the security of this method. 
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When using the POR protocol, data activities at the block level are taken into account in [38] and [39]. The 

Sobol random sequencing approach [38] is employed, but it is not appropriate for data deduplication since the 

random arrangement of blocks will make it difficult for the CSP to detect duplicate data. A POR technique 

using homomorphic tags and Merkle Hash Trees is also put out in [39] for POR for dynamic data. As noted in 

[32], the tags for the chunks (of the file) are calculated and uploaded, which reduces their usefulness. 

In the context of data deduplication, proof of ownership approaches has been put out in [33], [40]. These 

methods, presuming a reliable CSP, use the Merkle Hash Tree method to establish proof of ownership. This 

paper improves the POR method and the POW approach to fit the needs of data deduplication (text, images, 

and videos), assuming the cloud service provider is somewhat trustworthy. To the best of our knowledge, only 

our POR and POW approaches transform data compression, deduplication of data and proof of storage 

algorithms in instances where CSP is considered to be semi-honest. 

RESEARCH QUESTION 

To enable clients or data owners to safely execute duplicate confirmation with various benefits, the private/open 

cloud is utilised as an intermediary. This approach is workable and has generated a lot of debate among 

specialists. Every cloud client has a cloud record that is kept in their individual storage area. For instance, the 

cloud must save all of the papers if numerous cloud users share the same record of saving. The assumption that 

each cloud client's needs for a similar document they want to keep in the cloud are the same leads to a lot of 

distributed storage being wasted in this situation. 

Restrictions: 

• Currently records put away by the information proprietors are scrambled dependent on individual 

clients, which prompts the following issues. 

• More computational overhead. 

• More extra room utilization. 

• In Cloud, servers go about as noxious suppliers; the substance put away in the server may get connived, 

which needs to counteract to guarantee security. 

• Recovery of substance fallen in the cloud server is a troublesome undertaking that needs to finish with 

more worry to maintain a strategic distance from the substance misfortune. 

• Conventional encryption furnishes information honesty however flops in keeping away from the 

duplication of a record. 

• Similar information duplicates of different clients will wind up with various cypher texts, making 

deduplication troublesome. 
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III. CONCLUSION AND FUTURE WORK 

Cloud storage services have gained significant popularity for their ability to easily store and retrieve digital 

data from any place and at any given time. The advent of cloud computing and its corresponding storage 

services has led to an overwhelming volume of digital data, presenting difficulties in its management for 

individuals and enterprises alike.Cloud technology can meet the needs for storing, analyzing, and accessing 

big amounts of data in an accessible way. People are worried about their privacy when it comes to using cloud 

storage systems. Because of this, not many people are comfortable with using cloud storage. Even if 

information is encrypted when it is outsourced, there is still no guarantee that it will remain private if a 

trustworthy but observant service provider has control over the sensitive data. Simultaneously, it is saved in 

the cloud. Cloud service providers (CSPs) can increase the amount of data they can store by using data 

deduplication in cloud storage. Data deduplication is a way to get rid of duplicate and repeated data by keeping 

only one copy. However, this process also brings up important concerns about user safety and privacy. 

It presented a two-level data deduplication framework that businesses using the same CSP's data storage 

services can use. By first deploying cross-user level deduplication and eventually cross-enterprise level 

deduplication, the CSP may optimise digital space savings and save expenses. First, we create a way to organize 

data securely using B trees. By utilizing this method, we can effectively handle data deduplication needs for 

the entire organization as well as individual users. Encrypting the index using convergent encryption enhances 

its security measures. We use the private keyword search method to allow multiple users to search for encrypted 

data in an organization. It also allows for sharing files within a company in a safe and practical way, which is 

necessary for the company to run smoothly. In simple terms, a method has been developed to make sure that 

data remains safe and accurate in the cloud for small and medium organizations. This method protects privacy 

and guarantees that data can be retrieved and owned without any problems. 

By conducting a thorough security analysis, we demonstrated that the suggested system is secure under 

particular conditions, impervious to attacks from individuals both inside and outside the system. Examples of 

such attacks include those that identify files, find out what's within, and use the spell. Our analysis also shows 

that the proposed POR and POW protocols enable sufficient queries in a single session to allow a user to probe 

from the CSP while still being secure enough to stop a malicious user. Our performance analysis has 

demonstrated that our framework evenly distributes the computational load across users and servers while 

maintaining a low operational cost by using data that has previously been generated during various operations. 

In order to strengthen the security of our recommended deduplication strategies, we plan to develop a 

compressed sensing (CS)-based technique in the future. Utilising various measurement matrices and sampling 

techniques for multiple sorts of data would assist in reducing the computational cost for the security of the 

suggested systems. In this regard, taking into account the three multiple forms of data, namely text, video, and 

image, we intend to examine the Non-Deterministic and Non-Adaptive Measurement matrices / Encodings 

along with the Non-Deterministic and Adaptive Measurement matrices / Encodings for deduplication 

purposesOur priority is to ensure that the content of the data stored in the cloud remains confidential and 

inaccessible to the external auditor. We want to allow the TPA to only check if the data is accurate in the semi-
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honest CSP. By using the homomorphic linear authenticator (HLA) approach, the auditor can check the data 

in the cloud without having to download it all. 

Additionally, to complement the HLA solutions, we will incorporate some fundamental MAC solutions for this 

problem. We are also seeking to use artificial intelligence (AI) approaches, which include neural networks, to 

effectively and quickly identify duplicates. This will enable the development of more sophisticated and 

affordable techniques for identifying duplication. We are preparing for a scenario where data is stored in the 

cloud, and a cloud service provider aims to eliminate duplicate information in order to conserve storage 

capacity. 
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