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Abstract 

Public surveillance cameras are meant for human safety and to ensure law and order correctly. In fact, public 

surveillance videos are very useful to police and investigation agencies. In this paper, we proposed a deep 

learning architecture for automatic anomaly detection in human actions from public surveillance videos. The 

proposed methodology exploits a concept known as motion influence map that effectively reflects human 

actions. This map has information pertaining to subjects associated with different interactions, size of 

objects, speed, movement and direction of objects.  These characteristics play crucial in learning based 

approaches. The proposed framework has provision to detect local and global abnormal activities from 

videos. Different public datasets are used in the empirical study. We proposed an algorithm known as 

Intelligent Detection of Human Anomalies (IDHA). This algorithm takes dataset (videos) as input and 

perform learning based detection of human anomalies. Our experimental results revealed the significance of 

the proposed methodology. The proposed algorithm outperforms existing models.  

Keywords – Deep Learning, Anomaly Detection, Surveillance, Abnormal Human Activity Detection  

1. INTRODUCTION  

Anomalous activity recognition from videos is one of the long-standing problems in computer 

vision and machine learning with wide-ranging applications in surveillance. Millions of surveillance cameras 

are being deployed in public and private places requiring intelligent video monitoring. While Video Content 

Analysis (VCA) has a very large collection of applications in a surveillance environment, one such focused 

area of research is anomalous activity recognition. Anomalousactivity recognition deals with identifying the 

patterns and events that vary from the normal stream.Anomalies contain a huge range of activities that can go 

from abuse to fighting and road accidents toSnatching [1]. It is very important to have automatic detection 

technology using surveillance videos as it has plenty of computer vision applications in the real world. It is 

also evident in the review of existing methods found in literature.  
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Aggrandizing network based novel approach was proposed in [10] for human anomaly detection. Deep 

learning methods are combined to form a hybrid approach in [11] for detection of suspicious flows in videos. 

In [12], a methodology was proposed based on multi-view representation learning associated with deep 

learning. They also used auto encoders for anomaly detection. In [13], the authors exploited multiple 

timescales with the help of intermediate fused network for anomaly detection. In [15] proposed a 

methodology for bi-directional prediction mechanism for automatic detection of anomalies in public videos. 

Crowd behaviour detection in real time was the main purpose of the research in [16] where deep learning was 

used to detect such behaviour. In surveillance videos, the integrity attacks are automatically detection in [17] 

using deep learning and frame interpolation.From the review of literature, it is understood that fusion based 

approach along with deep learning with pre-processing has potential to leverage anomaly detection 

performance. Our contributions in this paper are as follows.  

1. We proposed a deep learning architecture for automatic anomaly detection in human actions from 

public surveillance videos.  

2. We proposed an algorithm known as Intelligent Detection of Human Anomalies (IDHA). This 

algorithm takes dataset (videos) as input and perform learning based detection of human anomalies.  

3. We built an application to evaluate IDHA and compared our experimental results with existing 

methods.  

The remainder of the paper is structured as follows. Section 2 reviews literature on different existing 

methods. Section 3 presents the proposed deep learning framework. Section 4 presents results of the present 

study. Section 5 concludes our work besides giving scope for future work.  

2. RELATED WORK 

This section reviews literature on different existing methods to detect anomalies from videos. A tool known 

as Anomaly3D was proposed in [1] based on 3D normality clusters while 3D CNN was used in [2] for 

anomaly recognition. Different approaches used for real time anomaly detection in crowd videos is explored 

in [3], [4], [9], [21], [23] and [30]. LSTM along with CNN features were explored in [5] for real-

timeanomaly detection. In [6] different ensemble approaches are combined to aggregate and find crowd 

anomaly detection in videos. The notion of latent feature clustering is used to detect abnormal actions in 

videos in [7]. The concepts of motion learning and decoupled appearance are combined in [8] for anomaly 

detection in surveillance videos. Aggrandizing network based novel approach was proposed in [10] for 

human anomaly detection. Deep learning methods are combined to form a hybrid approach in [11] for 

detection of suspicious flows in videos. In [12], a methodology was proposed based on multi-view 

representation learning associated with deep learning. They also used auto encoders for anomaly detection. In 

[13], the authors exploited multiple timescales with the help of intermediate fused network for anomaly 

detection.  
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A deep learning based framework known as Skip-GANomaly is proposed in [14] for anomaly detection in 

videos using GAN based training approach. In [15] proposed a methodology for bi-directional prediction 

mechanism for automatic detection of anomalies in public videos. Crowd behaviour detection in real time 

was the main purpose of the research in [16] where deep learning was used to detect such behaviour. In 

surveillance videos, the integrity attacks are automatically detection in [17] using deep learning and frame 

interpolation. Visual anomaly detection approach was defined in [18] based on cognitive memory-augmented 

network. A multi-model approach was designed in [19] along with audio and visual cues for automatic 

detection of anomalies in videos. In presence of IoT integrated use case, in [20] there was image anomaly 

detection method defined. In [21]-[30] there are many deep learning based approaches for anomaly detection. 

From the review of literature, it is understood that fusion based approach along with deep learning with pre-

processing has potential to leverage anomaly detection performance.  

 

3. PROPOPSED ARCHITECTURE  

We proposed a deep learning based architecture that has learning based pre-processing as well for efficient 

detection of human action anomalies in surveillance videos. The proposed architecture is shown in Figure 1. 

The given input video is subjected to motion information extraction. Since motion information is very 

important in crowded human-involved videos, motion information is extracted and represented in the form of 

vectors. It will help in identification of humans and performing segmentation. It will result in motion 

influence map that holds information pertaining to human actions. In such a map, the information can reflect 

different characteristics associated with motion such as speed, direction, object size and interactions among 

human objects. Such map is used in the proposed framework to ascertain the local and global abnormal 

activities as they occur. The framework also helps in not only detection but localization of abnormal human 

actions.  

 

Figure 1: Proposed framework for automatic detection of human abnormal activities 
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After extracting motion information from the given video, a map is created to represent all characteristics of 

dynamic situations in the form of motion information. From such map, features are extraction and it results 

eventually in feature vector generation. The feature vectors are subjected to clustering process using K-

Means clustering. This clustering phenomenon plays crucial role as it performs strong pre-processing to 

leverage classification performance. It will help in frame-level detection of anomalies and pixel level 

approach for localization. The proposed framework has its CNN based training that helps in classification of 

abnormal activities. Figure 2 shows different modules involved in the proposed framework. 

 

Figure 2:Illustrates and training process involved in the proposed framework 

The given training video is given to training module. The training module invokes another module known as 

motion information generator that returns motion information map. In turn the motion information module, 

for each frame, computes optimal flows and returns back to motion information generator. The training 

module also invokes megablock generator which takes motion information and returns code words. The 

training process eventually results in understanding features and gain knowledge for discrimination of 

abnormal human activities.  
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Algorithm:Intelligent Detection of Human Anomalies (IDHA) 

Input: Videos dataset D 

Output: Abnormal human actions R 

 

1. Begin  

2. (T1, T2)Split(D) 

3. Initialize feature vector F 

4. For each video t1 in T1 

5.    mInfoExtractMotionInfo(t1) 

6.    mapCreateInfluenceMap(mInfo) 

7.    fFeatureExtraction(map) 

8.    Update F  

9. End For 

10. clusterK-Means(F) 

11. modelTrainCNNClassifier(clusters) 

12. RDetectAnomalies(T2, model) 

13. Print R 

14. End 

Algorithm 1:Intelligent Detection of Human Anomalies (IDHA) 

As presented in Algorithm 1, it takes videos dataset as input. It has provision for dividing videos into training 

and testing videos. There is an iterative process with each train video in terms of extracting motion 

information and generating a map followed by feature extraction. After completion of the process, the 

features extracted are subjected to clusters. This kind of pre-processing makes the training easier. The trained 

deep learning model has discriminating power which automatically detects test videos with identification and 

classification of human abnormal activities.  
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4. EXPERIMENTAL RESULTS 

This section presents experimental results of the proposed framework which acts on crowded videos and 

detects human abnormal actions. The abnormal actions present in videos are automatically detected and 

localized. Dataset used for experiments is collected from [31].  

  

  

 

 

 

  

Figure 3: Shows experimental results in terms of abnormal activity detection 
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As presented in Figure 3, it is evident that there are number of frames present in the results. Each frame is 

analysed and abnormalities are detected and localized. Abnormal crowd activity is automatically detected 

and tracked. The results revealed that the proposed methodology is able detect abnormalities in videos.  

UNUSUAL HUMAN ACTIVITY 

DETECTION 

Performance (%) 

PRECISIO

N 

RECAL

L 

F1-

SCORE 

ACCURAC

Y 

CNN 72.64 79.24 75.94 78.56 

VGG-16 85.76 83.59 84.675 86.79 

IDHA 83.19 89.34 86.15 93.37 

Table 1: Shows performance comparison among different detection models 

As presented in Table 1, the proposed algorithm IDHA’s performance in abnormalities detection is compared 

with existing models.  

 

Figure 4: Performance comparison among different models 

As presented in Figure 4, the performance of existing models and the proposed algorithm known as IDHA is 

provided. CNN model achieved 72.64% precision, 79.24% recall, 75.94% F1-Score and 78.5% accuracy. 

VGG-16 model achieved 85.76% precision, 83.59% recall, 84.67% F1-Score and 86.79% accuracy. The 

proposed IDHA model achieved 83.19% precision, 89.34% recall, 86.15% F1-Score and 93.37% accuracy. 

Therefore, it is understood from the results that the proposed model IDHA outperforms existing methods.  

 

5. CONCLUSION AND FUTURE WORK  

In this paper, we proposed a deep learning architecture for automatic anomaly detection in human actions 

from public surveillance videos. The proposed methodology exploits a concept known as motion influence 

map that effectively reflects human actions. This map has information pertaining to subjects associated with 

different interactions, size of objects, speed, movement and direction of objects.  These characteristics play 
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crucial in learning based approaches. The proposed framework has provision to detect local and global 

abnormal activities from videos. Different public datasets are used in the empirical study. We proposed an 

algorithm known as Intelligent Detection of Human Anomalies (IDHA). This algorithm takes dataset 

(videos) as input and perform learning based detection of human anomalies. Our experimental results 

revealed the significance of the proposed methodology. The proposed algorithm outperforms existing 

models. Out of all the models compared IDHA showed 93.37% accuracy which is highest among the models. 

In future, we intend to improve our framework with hybrid deep learning approaches.  
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