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Abstract 
 

Online Payment Methods are becoming popular both in-store and online. Online payment fraud occurs 

frequently due to the open nature of the internet, which allows criminals to use certain techniques to commit 

fraud, such as eavesdropping, phishing, infiltration, denial-of-service, database theft, and man-in-the-middle 

assault. Making a secured system for client authentication and fraud prevention is difficult since there is always 

a way around it. This means that fraud detection systems play a crucial role in avoiding financial 

misdeeds.Recognizing dishonest financial dealings is made significantly easier with the use of machine 

learning and statistical methods. Due to the sensitive nature of the data, it is challenging to make inferences 

and develop more accurate models. This research proposes a Linked Feature Set with Enhanced Logistic 

Regression (LFS-ELR) Model for accurate classification of online payment frauds. The proposed model 

classification accuracy is high when contrasted with the existing models.  
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1. Introduction 

Fraud occurs in all areas of commerce, including online shopping, healthcare, banking, and finance. Almost a 

trillion dollars in annual revenue is gained by fraud. While fraud poses serious risks to businesses, 

sophisticated tools like rules engines and machine learning can assist discover instances of it [8]. Online 

payments fraud has skyrocketed along with the expansion of business that accepts its payments. In this paper, 

the use of machine learning for spotting fraudulent activity is proposed. In order to detect and prevent online 

payment fraud, the suggested system use enhanced logistic regression to construct a classifier [9]. The goal of 

this research has been to develop a model that uses machine learning to identify this kind of online payment 

fraud [14].Classification is an important part of machine learning, and logistic regression is one method that 

can be used for that purpose. A logistic function is used to represent the independent variable. Because of its 

binary nature, the dependent variable can take on just two distinct values. This study makes use of regression 

analysis, a relatively new technique in the field of data analytics for massive online payment datasets [15]. It is 

clear from the literature that regression methods can only be used with small datasets containing a few hundred 

entries at most. So, it is not an easy process to apply regression to large datasets [17]. Regression analyses are 

favored since they are predicated solely on the interdependence of the variables of interest [18]. Fraud 

detection of online payment systemis dynamic test bed for researchers to improve accuracy of the models. 
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2. Related Work 
 

Online payment fraud is the most concerning irregularities that can occur during a transaction. Data mining 

techniques are one of the many methods that researchers have been exploring as a possible solution to these 

problems. It can be difficult for researchers to make sense of the credit card information that has been obtained. 

Two datasets were employed in this investigation by Kalid et al. [2] credit card frauds (CCF) and credit card 

default payments (CCDP). Successful anomaly detection is achieved by the MCS's sequential decision 

combination technique. Hashemi et al. [3] optimizing the hyperparameters, the author took into account real-

world factors like imbalanced data and employed a method called Bayesian optimization. To improve the 

performance of the LightGBM technique, as well as CatBoost and XGBoost to take into consideration the 

voting mechanism. Lastly, the author proposed a weight-tuning hyperparameter and applied deep learning to 

fine-tune the other hyperparameters in order to further increase performance. 

 Using the IBM Safer Payments and IBM Quantum Computers with the Qiskit software stack, Grossi et al. [4] 

provided a quantum support vector machine (QSVM) algorithm for a classification task. The author conducted 

a comprehensive comparison  machine-learning and an ensemble model combining classical and quantum 

algorithms is investigated and providing a hybrid classical-quantum strategy. The author discovered that the 

outcomes are quite sensitive to the feature selections and methods employed.Alarfaj et al. [6] developed a 

method for detecting frauds,focused on  a high-class imbalanced data, The strategies include the Extreme 

Learning Method, Decision Tree, Random Forest, Support Vector Machine, Logistic Regression, and XG 

Boost. The detection accuracy was further enhanced by the inclusion of  layers.Due to the extreme imbalanced 

of data sets, machine learning approaches are ineffective in combating fraud. An improved version of the 

Support Vector Machine (SVM) using quantum annealing solvers has been used to implement the detection 

framework presented in this paper by Wang et al. [7]. QML application's detection performance was compared 

to that of twelve machine learning implementations on two datasets.The results validate the efficacy of 

conventional machine learning techniques for non-time series data, while highlighting the promise of QML 

applications for time series based, highly unbalanced data. 

Using real-world imbalanced datasets, Ileberi et al. [8] implemented a machine learning (ML) based approach 

for credit card fraud detection. Synthetic Minority over-sampling Technique(SMOTE) was used to resample 

the dataset. And Support Vector Machine, Logistic Regression, Random Forest, Extreme Gradient Boosting, 

Decision Tree, and Extra Tree were among the ML techniques used to assess the framework (ET). To further 

improve their accuracy at classifying data, these ML algorithms were combined with the Adaptive Boosting 

(AdaBoost) method. Measures such as the Matthews Correlation Coefficient (MCC) and Area Under the Curve 

(AUC) were used to assess the models' performance (AUC). In addition, the suggested methodology was 

applied to a highly skewed synthetic credit card fraud dataset to further verify the findings of this study. 

The process of feature selection has been viewed as a useful tool for addressing unbalanced classification 

issues. Finding a small feature subset that yields a high classification accuracy can be posed as a multiobjective 

optimization problem (MOP). Traditional MOP focuses on determining an optimal solution while disregarding 

the variety of possible solutions. In this paper, Han et al. [9] adopted a multimodal MOP (MMOP) perspective 

on feature selection, with the objectives being to locate a strong Pareto front in objective space and to discover 

as many analogous Pareto optimal solutions . In order to solve this problem, a brand new competition-driven 

technique has been developed to aid existing multimodal MMEAs in discovering more comparable feature 

subsets as well as a desired Pareto front. 

 

3. Proposed Model 

 

Credit card transactions in India grew from 390 million in 2012 to 652 million in 2021.The dynamic and ever-

evolving nature of the financial services industry and the high stakes involved, fraudsters are able to take 

advantage of several chances. The rise in online payment fraud in recent years has had a significant impact on 

the economy. First and foremost, there is feature selection, which involves picking out the most important 

variables from a dataset.That's why it's important that the datasets used to train machine learning models for 

spotting fraud exclude personally identifying information from their properties. The proposed model 

framework is shown in Figure 2. 
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Figure 2: Proposed Model Framework 

 

Predicting a logic of the dependent variable from a set of explanatory variables is the goal of logistic 

regression. This research proposes a Linked Feature Set with Enhanced Logistic Regression (LFS-ELR) Model 

for accurate classification of online payment frauds.  The enhanced logistic regression model performs the 

regression analysis on dependent variables at multiple levels for reduced feature set generation. The proposed 

LFS-ELR algorithm is clearly discussed in this section. 

Input: Weighted Feature Vector {WFVset} 

Output: Online Payment Fraud Data Set {OPFDset} 

Step-1: The weighted features are considered from the dataset and analyzed for processing individual features 

for fraud detection. The feature loading and processing is performed as 

𝐹𝑒𝑎𝑡𝑆𝑒𝑡(𝑊𝐹𝑉𝑠𝑒𝑡[𝑀]) =∑
max(𝐹𝑒𝑎𝑡𝑆𝑒𝑡(𝐶𝑜𝑟𝑟(𝑓,𝑓+1)))−min(𝐹𝑒𝑎𝑡𝑆𝑒𝑡(𝐶𝑜𝑟𝑟(𝑓,𝑓+1)))+max(𝑊𝑓𝑒𝑎𝑡(𝑓))

len(FeatSet[M])

𝑀

𝑓=1

-                              (1) 

Here FeatSet is the weighted feature set considered for processing. Max feature correlation set is considered and 

remaining are excluded that has less weight. 

Step-2: The weighted feature set is input and the features are analyzed for performing the feature normalization. 

The objective of the normalization process is to adjust the values of the features. 

𝐹𝑒𝑎𝑡𝑁𝑜𝑟𝑚(𝐹𝑒𝑎𝑡𝑆𝑒𝑡[𝑀]) = ∏ 𝑔𝑒𝑡𝑚𝑒𝑎𝑛(𝐹𝑒𝑎𝑡𝑆𝑒𝑡(𝑓))𝑀
𝑓=1 −∑

𝑠𝑡𝑑(𝐹𝑒𝑎𝑡𝑆𝑒𝑡(𝑓,𝑓+1)))

√median(max(Featset(f))𝑓=1
                                    

            (2) 

Here getmean() is used to find the mean values of the features to perform normalization by balancing the feature 

values, std is used to calculate the standard deviation among the considered feature set. 

Step-3: The identifying information that batch generators provide is referred to as batch feature generation. The 

feature batch generation is performed as 

𝐹𝑒𝑎𝑡𝐵𝑎𝑡𝑐ℎ[M] = (∑ ∑
getmin(FeatNorm(f))

λ𝑐𝑜𝑟𝑟=0
𝑓=1

+ lim
f→𝑊𝐹𝑉𝑠𝑒𝑡

(γ +
max(FeatNorm(f+1))

median(max(Featset(f))
)
2

))                          

(3) 

λ is the batch size considered based on the normalized feature set. γ is the model used for batch vector 

processing of features that are normalized as maximum. 

Step-4: Enhanced Logistic Regression modeling assumes that the log-odds of an event are linear combinations 

of one or even more independent variables to estimate its likelihood.The ELR model considers the independent 

features and maps these features with the batch feature set and the multi-level independent feature set is 

generated as 

𝐿𝑟𝑒𝑔 =  log {
max(𝐹𝑒𝑎𝑡𝐵𝑎𝑡𝑐ℎ(𝑓))

𝜆
} + 𝑚𝑎𝑥𝑠𝑒𝑡(𝑐𝑜𝑟𝑟(𝑓, 𝑓 + 1))     

            

        (4) 
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ELreg = 𝜆max(𝐿𝑟𝑒𝑔) + √∑min(FeatBatch(f + 1))

𝑀

𝑓=1

+∑
max𝑐𝑜𝑟𝑟(𝑓 + 1,𝑀 − 𝑓)

𝑚𝑒𝑎𝑛(𝐿𝑟𝑒𝑔(𝑓))

𝑀

𝑓=1

 

Step-5: The relational coefficient between two features is 1 if they depend on one another in a linear fashion. 

A relational coefficient of 0 indicates that there is no relationship between the features. The process of feature 

relation generation is performed as 

𝐹𝑟𝑒𝑙[𝑀] = ∑
𝑚𝑖𝑛𝑑𝑖𝑓𝑓(𝑓, 𝑓 + 1)

𝑠𝑡𝑑(𝐸𝐿𝑟𝑒𝑔(𝑓))

𝑀

𝑓=1

 

UFrel[M] =
∑ δ(Frel(f,f+1))−min(diff(Frel(f,f+1)))R
f=1

∑ γ∗size(FeatBatch)M
f=1

     

        (5) 

Step-6: The ELR model and the final online payment fraud set is generated based on the feature relations 

trained and the final prediction set is generated as 

𝑃𝑆𝑒𝑡(𝑈𝐹𝑟𝑒𝑙[𝑀]) = ∑ 𝑑𝑖𝑓𝑓(𝑈𝐹𝑟𝑒𝑙(max(𝐹𝑟𝑒𝑙(𝑓 + 1, 𝑓)) +
𝑀

𝑓=1
∑

𝜆(𝑈𝐹𝑟𝑒𝑙(𝑓))+∑ Frel(f+1)𝑁
𝑖=1

size(UFrel)

𝑀

𝑓=1
    

           (6) 

4. Results 

 

Criminals are more likely to resort to online payment fraud in an attempt to overcome the security 

measures of payment providers as the popularity of such transactions has skyrocketed. With the ultimate goal 

of preventing frauds on a online payment system and developing countermeasures against attacks, there is 

consequently a great deal of pressure to research potential security concerns that may be exploited. Spotting 

potentially fraudulent financial dealings in their infancy is a crucial part of this research. With the rise of online 

payment services, there has been a corresponding increase in the demand for automated detection methods that 

can spot and stop fraudulent transactions in real time. This research proposes a Linked Feature Set with 

Enhanced Logistic Regression (LFS-ELR) Model for accurate classification of online payment frauds.  The 

proposed model is compared with the traditional Fine-Grained Co-Occurrences for Behavior-Based Fraud 

Detection in Online Payment Services (FGCO-BFD-OPS) and the results show that the proposed model performance is high. The 

fraud prediction set is calculated using the formulas specified below. 

 
 

 
Fig 8: Enhanced Logistic Regression Classification Accuracy Levels                  Fig 9: Online Payment Fraud Detection Accuracy Levels 
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Table 3.1: Comparison of Results 

 

 

 

S.No DS-

Size(mb) 

 

Model 

comparision 

 

PP-

Accuracy 

(%) 

FE-

Time 

levels 

(ms) 

FE-Acc  

levels(%) 

 

Corr.cal  

Acc 

levels(%) 

FW-Allo 

time 

levels(ms) 

FW-Allo 

Acc 

levels(%) 

1 5 ML-AWFV 90.12 5 86 88 9 82 

 5 FGCBFD 84.92 11 79 78 15 78 

2 10 ML-AWFV  90.91 7 86.92 89.12 11 83.61 

 10 FGCBFD 87 12.5 81 80.91 17 80.12 

3 15 ML-AWFV  92.30 9 88.56 90 12 86 

 15 FGCBFD 87.51 14.8 81.65 82.12 18 81.21 

4 20 ML-AWFV  94.82 10 91 92.15 14 87.82 

 20 FGCBFD 88.02 16 82.51 83.54 19 83.81 

5 25 ML-AWFV  96.15 11 93 94.35 14 89.25 

 25 FGCBFD 91.13 18 85.21 85.31 21 84.01 

6 30 ML-AWFV  99.02 14 95.62 97.50 15 92 

 30 FGCBFD 92.21 21 86.10 86.21 24 86.10 

 

Note: DS-Data set, PP-Pre-Processsing,FE-Feature Extraction,FW.Allo-Feature Weight Allocation 

 

 

5. Conclusion 
 

Online Payments fraud is one of the most common forms of online payment fraud, although it may happen to 

anyone using any payment method. Due to the sheer volume of daily transactions, manual fraud detection 

checks are just not feasible. Thus, such systems require swiftness and precision in their development. Machine 

learning helps for detecting online payment fraud, but only if the right features are employed. This research 

proposes a Linked Feature Set with Enhanced Logistic Regression(LFS-ELR) Model for accurate classification 

of online payment frauds.  The proposed model not only functions in these settings, but also delivers higher 

precision, which ultimately results in less waste and lower costs. In future, integrated classifiers can be 

designed to reduce the feature set and to increase the precision rate and optimization can also be embedded into 

this model for better performance accuracy is 99.44%. 
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