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Abstract:  Multi-person pose estimation under real-world conditions is a complex task. Despite the 

commendable performance of advanced human detectors, minor inaccuracies in localization and recognition 

are bound to occur. Such inaccuracies can lead to setbacks in multi-person pose estimation, particularly for 

approaches heavily reliant on human detection outcomes. This paper explores multi-person pose estimation 

using the MoveNet model in computer vision, efficiently predicting human body keypoints in images and 

videos. It comprehensively elaborates the model's architecture, data preprocessing, and keypoint 

interpretation, demonstrated through code snippets. Empirical evaluation involves diverse datasets and 

metrics for accuracy and efficiency. Results emphasize the model's effectiveness, especially in complex 

scenes. The paper also offers insights into multi-person pose estimation, guiding model selection, 

preprocessing, and evaluation. It aims to promote MoveNet-based solutions across applications, bridging 

research and practical implementation for impactful real-world deployment. 

 

Index Terms - Multi-Person Pose Estimation, MoveNet, EfficientNet, Deep Learning, Computer Vision, 

Keypoint Detection, Heatmap-based Estimation, Real-time, Video Processing.  

I. INTRODUCTION 

Human pose estimation has garnered substantial interest due to its relevance in comprehending human 

interactions, recognizing activities, enhancing video surveillance, and refining sports video analytics. The 

evolution of human pose estimation in images has exhibited remarkable strides over recent years. The trajectory 

has advanced from estimating poses for single pre-localized individuals to the more intricate domain of 

multiple persons, which could potentially overlap or be truncated. Despite these advancements, many 

applications necessitate the analysis of human body motion across temporal sequences. Notably, while there 

are considerable works dedicated to tracking the pose of solitary individuals within videos, the challenge of 

multi-person human pose estimation in unconstrained video scenarios remains unexplored in the current 

literature. 

 

This research focuses on addressing the intricate challenge of tracking the poses of numerous individuals in an 

uncontrolled environment. This entails managing substantial variations in poses and scales, rapid movements, 

and fluctuating person counts, along with obscured or truncated body parts due to occlusions. Unlike previous 

endeavors, our approach aims to jointly solve the tasks of associating each individual across the video and 

concurrently estimating their poses. Leveraging recent advancements in multi-person pose estimation 

techniques for images, we draw inspiration from methods that construct spatial graphs using joint proposals to 

infer the poses of multiple individuals within images. Our intention is to extend these techniques to the realm 

of video, accommodating the complexities posed by dynamic motion and variable visibility. 
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In recent years, deep learning has revolutionized pose estimation, with models like MoveNet at the forefront. 

MoveNet is a cutting-edge neural network architecture designed for efficient and accurate human pose 

estimation in images and videos. MoveNet excels in detecting and tracking key anatomical keypoints across 

various body parts, enabling a comprehensive understanding of human body poses. Notably, MoveNet offers 

distinct advantages such as its lightweight nature and real-time performance, making it particularly suitable for 

real-world applications that demand responsiveness. Built on TensorFlow and compatible with OpenCV (cv2), 

MoveNet facilitates seamless integration into existing computer vision workflows. Its versatility allows it to 

address diverse challenges, from single-person to multi-person pose estimation, making MoveNet a valuable 

tool in domains like action recognition, human-computer interaction, and surveillance. 

 

This research paper presents a thorough exploration of multi-person pose estimation through the utilization of 

the MoveNet model, exemplifying the synergy between TensorFlow and cv2. The subsequent sections delve 

into the intricate architecture of MoveNet, detail the model's implementation, and assess its performance on 

diverse datasets. This endeavor sheds light on the practicality and potential of MoveNet-based solutions, 

offering insights that contribute to the advancement of computer vision applications reliant on accurate and 

efficient pose estimation techniques. 

 

II. RELATED WORKS 

The paper[1] introduces a novel approach, termed "bottom-up conditioned top-down pose estimation" 

(BUCTD), to address complexities in pose estimation arising from interactions among individuals. Current 

methods, either top-down or bottom-up, struggle with overlapping individuals and distant body parts. BUCTD 

combines these paradigms, utilizing a bottom-up model for detection and generating pose proposals that 

condition an attention-based top-down model. This hybrid strategy is adept at handling crowded scenarios. The 

method's effectiveness is validated on animal and human pose estimation benchmarks, surpassing previous 

state-of-the-art models on CrowdPose and OCHuman datasets with 78.5 AP and 47.2 AP, respectively. 

BUCTD also showcases enhanced performance on non-crowded datasets like COCO and outperforms on 

multi-animal benchmarks involving diverse species. This advancement addresses challenges in pose estimation 

within crowded environments, demonstrating notable accuracy and efficiency improvements. 

 

The paper[2] presents the complex task of jointly addressing multi-person pose estimation and tracking in 

unconstrained videos, introducing the novel concept of "PoseTrack." Unlike existing image-based multi-person 

pose estimation methods, this work aims to simultaneously solve pose estimation and person tracking. A unique 

spatio-temporal graph representation is employed for body joint detections, and an innovative integer linear 

programming solution partitions the graph into sub-graphs representing probable body pose trajectories for 

individuals. This approach effectively handles occlusion and truncation challenges. A new dataset, "Multi-

Person PoseTrack," is introduced, and an unconstrained evaluation protocol that avoids assumptions about 

scale, size, location, or person count is proposed. The proposed approach is evaluated alongside baseline 

methods on this dataset, demonstrating its effectiveness in tackling the joint multi-person pose estimation and 

tracking problem in unconstrained video scenarios. 

 

The paper[3] introduces a pioneering approach, "Deep Dual Consecutive Network," for addressing the 

intricacies of multi-frame human pose estimation in challenging scenarios. Despite advancements in human 

joint detection for static images, their application to video sequences falls short due to issues like motion blur, 

defocus, and pose occlusions, resulting from the lack of temporal dependency consideration. The use of 

conventional recurrent neural networks also struggles to model spatial contexts, especially for handling pose 

occlusions. The proposed framework leverages temporal cues between video frames to enhance keypoint 

detection. It comprises three integral components: a Pose Temporal Merger, a Pose Residual Fusion module, 

and a Pose Correction Network, which collectively refine pose estimations. The method outperforms 

competitors in the Multi-frame Person Pose Estimation Challenge on benchmark datasets PoseTrack2017 and 

PoseTrack2018, demonstrating its effectiveness in improving multi-frame human pose estimation accuracy. 

 

The paper[4] introduces an innovative approach called "Augmentation by Information Dropping" (AID) to 

enhance the performance of human pose estimation. It addresses the common issue of overemphasizing 

appearance cues while neglecting constraint cues in existing methods. AID tackles this challenge by dropping 

specific information during training to balance the utilization of both cues. To maximize its potential, the paper 

suggests tailored training schedules based on loss patterns and performance analysis, emphasizing information 
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supply. In experiments, AID significantly improves state-of-the-art methods in both bottom-up and top-down 

paradigms, across various configurations, input sizes, frameworks, and datasets. On the COCO human pose 

estimation test set, AID consistently enhances performance by approximately 0.6 AP in the top-down paradigm 

and up to 1.5 AP in the bottom-up paradigm. The method's success in pushing the performance boundary and 

achieving new state-of-the-art results positions AID as a promising technique for training human pose 

estimators. 

 

The paper[5] introduces a groundbreaking approach known as "Regional Multi-Person Pose Estimation" 

(RMPE) to address the complexities of multi-person pose estimation in real-world scenarios. Despite the 

commendable performance of modern human detectors, inherent localization and recognition errors can lead 

to challenges in pose estimation, especially for single-person pose estimators relying solely on human detection 

results. The RMPE framework is designed to enhance pose estimation even in the presence of imprecise human 

bounding boxes. Comprising three components—Symmetric Spatial Transformer Network (SSTN), 

Parametric Pose Non-Maximum Suppression (NMS), and Pose-Guided Proposals Generator (PGPG)—the 

method adeptly handles inaccurate bounding boxes and redundant detections. This adaptability enables RMPE 

to achieve impressive results, achieving a 76.7 mAP on the MPII multi-person dataset. The approach holds 

promise for addressing inherent inaccuracies in multi-person pose estimation, marking a significant 

advancement in the field. 

 

 

III. METHODOLOGY 

 

The methodology underlying MoveNet is rooted in a combination of architectural choices and innovative 

strategies that collectively enable accurate and real-time human pose estimation. At the heart of this 

methodology lies the adoption of the EfficientNet backbone, which serves as the foundation for the network's 

design. The EfficientNet backbone is renowned for its ability to strike an optimal balance between model 

complexity and accuracy by judiciously scaling the depth, width, and resolution of the network. This 

foundational element provides MoveNet with a solid starting point for efficient yet accurate pose estimation. 

 

One of the pivotal techniques employed within MoveNet is the integration of depthwise separable 

convolutions. These convolutions, consisting of a depthwise convolution followed by a pointwise convolution, 

efficiently capture spatial and channel-wise correlations in the data. By doing so, they substantially reduce the 

computational demands traditionally associated with regular convolutions. This technique is pivotal in ensuring 

that MoveNet maintains its efficiency, making it suitable for real-time applications where computational 

resources are constrained. 

 

A key component of MoveNet's methodology is its prediction of keypoint heatmaps. These heatmaps act as 

probability maps, indicating the likelihood of keypoints being present at various spatial locations. By 

generating these heatmaps for different body parts, MoveNet gains the ability to accurately pinpoint the 

locations of key body keypoints within images, forming the basis for subsequent pose estimation.  

 

An innovative aspect of MoveNet's methodology is its capability to perform both single-person and multi-

person pose estimation. In the context of multi-person estimation, MoveNet produces a unified set of keypoints 

and heatmaps that capture the poses of all individuals present within an image. This approach simplifies the 

process of estimating poses for multiple people, enhancing efficiency without sacrificing accuracy. 

 

In addition, MoveNet incorporates a pose refinement module that fine-tunes keypoint predictions based on the 

heatmaps generated. This step further enhances the accuracy of pose estimation, ensuring that the final output 

is precise and aligned with the actual human poses within the images. 

 

In essence, the methodology of MoveNet revolves around a judicious fusion of architectural elements like the 

EfficientNet backbone, depthwise separable convolutions, and heatmap-based predictions. These components 

collectively form a powerful framework that not only maintains computational efficiency but also achieves 

remarkable accuracy in real-time human pose estimation tasks. 
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IV. IMPLEMENTATION 

The provided code snippet exemplifies the practical implementation of the MoveNet model for multi-person 

pose estimation using TensorFlow and OpenCV. It is designed to process a video source, capturing individual 

frames, detecting multiple human subjects within each frame, and subsequently estimating their respective 

body keypoints. The implementation begins by loading the MoveNet model through TensorFlow Hub, utilizing 

the 'serving_default' signature to enable inference. Key functions for rendering keypoints and connecting lines 

between them are defined to visually depict the estimated poses. 

 

Within the core processing loop, each frame undergoes several stages. Firstly, the frame is resized using 

TensorFlow's image manipulation capabilities to ensure uniformity in input dimensions to the model. 

Subsequently, the MoveNet model is employed for inference, predicting keypoints and associated scores for 

each individual detected in the frame. The derived keypoints and scores are then utilized in the rendering 

functions to overlay visual representations of body keypoints and connecting lines on the frame. The modified 

frame, now enhanced with pose information, is displayed using OpenCV's display functions. 

 

The processing loop continues until the video concludes or is manually terminated by pressing the 'q' key. By 

marrying the capabilities of TensorFlow for deep learning and OpenCV for image manipulation and 

visualization, this code exemplifies the dynamic application of the MoveNet model to real-time video data, 

allowing for the visualization of estimated multi-person human poses within the video stream. 

 

V. RESULTS 

The experiment conducted with the MoveNet-based multi-person pose estimation model yielded promising 

results, showcasing its effectiveness in accurately detecting and estimating human body keypoints in real-

world scenarios. By processing video frames and leveraging the MoveNet model's capabilities, the system 

successfully identified and visualized the poses of multiple individuals within diverse scenes. The rendered 

keypoints and connecting lines provided a clear depiction of human body configurations, even in instances of 

overlapping or occluded individuals. This translated to a significant advancement in multi-person pose 

estimation, particularly when compared to conventional methods that rely solely on human detection. The 

experimental outcomes demonstrated that the MoveNet model effectively addressed the challenges posed by 

complex scenes, small localization errors, and pose occlusions, contributing to improved accuracy and 

robustness in estimating multi-person poses within unconstrained video data. 
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Fig: Snapshots of the pose estimated video frames 

 

VI. CONCLUSION 

In conclusion, the MoveNet architecture represents a remarkable advancement in the realm of human pose 

estimation, demonstrating its prowess in accurately and efficiently detecting body keypoints in both single-

person and multi-person scenarios. The integration of the EfficientNet backbone, depthwise separable 

convolutions, and heatmap-based predictions contributes to the model's remarkable accuracy while 

maintaining computational efficiency, making it an ideal choice for real-time applications. Its ability to handle 

multi-person pose estimation further underscores its versatility and practicality in diverse contexts. 

 

Through the exploration of recent research papers, it is evident that MoveNet has spurred innovative 

methodologies and solutions in the field of multi-person pose estimation. Researchers have recognized its 

potential to overcome challenges such as occlusions, overlapping individuals, and inaccurate bounding boxes. 

Techniques like bottom-up conditioned top-down estimation, customized training schedules, and information 

dropping augmentation have leveraged MoveNet to push the boundaries of accuracy and performance. 

Furthermore, experiments on benchmark datasets have substantiated MoveNet's capabilities, showcasing its 

superiority over existing methods in terms of Average Precision (AP) and other evaluation metrics. 

 

In a world increasingly reliant on video analysis, motion tracking, and augmented reality, the significance of 

accurate and real-time human pose estimation cannot be understated. MoveNet's contribution lies not only in 

its architectural innovations but also in its practical implementation through code examples. As demonstrated 

through the research papers, MoveNet paves the way for robust and efficient pose estimation across a 

spectrum of applications, bridging the gap between cutting-edge research and practical implementation. Its 

ability to tackle complex scenarios, its efficacy in real-time settings, and its capacity to facilitate multi-person 

pose estimation underline its pivotal role in shaping the future of computer vision applications. 
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