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Abstract:  Glaucoma is generally the result of an increase in intraocular pressure, which leads to progressive 

damage to the optic nerve. This manifests as a gradual loss of the visual field, beginning with a decrease in 

lateral vision, to finally lose all vision. Since vision loss from glaucoma cannot be reversed, the diagnosis 

and early treatment is essential to preserve both the visual field and quality of life. Glaucoma usually 

develops slowly over time without pain nor acute attacks, so the lack of clear symptoms makes it difficult to 

detect and detect the glaucoma through regular eye exams. As glaucoma progresses, there will be a further 

pathological cupping of the optic disc due to changes in the optic nerve. To diagnose the same, the proposed 

model in this scheme algorithm is good enough to identify Glaucoma based on images by training at 40 

epochs and effectively achieving a validation accuracy of 96.65%. This result is quite good and the model is 

successful in achieving the results for Glaucoma detection. 

 

Index Terms - Glaucoma Detection, Deep Learning, Artificial Neural Networks, Convolutional Neural 

Networks. 

I. INTRODUCTION 

Glaucoma is a chronic, progressive neuropathy that affects the optic nerve, causing in a gradual and 

irreversible loss of vision, in addition, it is the second cause of blindness in the world  [1]. The academy 

American Ophthalmology projects 111 million cases in 2040 [2]. Interventions such as medication or surgery 

can make a big difference in quality of life and delay the process of disease progression, but rarely change the 

prognosis in the long term [3]. Early and timely diagnosis of these changes can prevent blindness, since 

glaucoma can be treated in the initial stages [4]. Glaucoma can be distinguished into two types, Primary 

Open Angle Glaucoma (POAG) and closed-angle glaucoma (GAC). The first is the most common and 

gradually reduces peripheral vision without symptoms, and by the time symptoms are visible, damage has 

already occurred permanent; the destruction caused by POAG can progress to develop the so-called “tunnel 

vision”, in which you can only see what is directly in front of the subject [5]. The second is much less 

frequent, produces sudden symptoms pain in the eye, headaches, halos around the lights, dilation of the 

pupils, loss of vision, red eyes, nausea and vomiting [5]. On the other hand, the GAC attack can last a few 

hours, and then happen again, or it can be continuous or not give rest; in each attack can cause progressively 

greater loss of vision [6]. 

 

Among the traditional methods for diagnosis, there is tonometry, which consists of measuring the inner 

eye pressure (IOP), the normal pressure range is in the range of 12 to 22 mm Hg most cases are diagnosed 

with a pressure that exceeds 22 mm Hg; however, some people may have glaucoma within the normal range 

(Glaucoma Research Foundation, 2020). Ophthalmoscopy is a procedure that helps the doctor examine your 

optic nerve to detect damage from glaucoma by looking at the shape and the color of the optic nerve [7]. 

Perimetry is a field test test that generates a map of your entire visual field, this test will help your doctor 
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determine if glaucoma has affected your vision (Glaucoma Research Foundation, 2020), on the other hand, 

pachymetry is a simple test that measures the thickness of the cornea (the transparent window which is 

located in the front of the eye), this method can help the diagnosis, since there is the potential for corneal 

thickness to influence ocular pressure (IOP) readings [6]. The diagnostic methods mentioned are generally 

Complementary methods for the diagnosis of glaucoma. In contrast to traditional methods, to date, two tools 

have been developed: one mobile, Yanbao [9] and another web, Glaucoma Detection Tool [8], with in order 

to give an automated diagnosis of glaucoma from the fundus of the eye.  

 

II. LITERATURE REVIEW 

 

 General Scheme of a Convolutional Network  

 

Convolutional network (CNN) is a special type of neural network for processing data that has a grid-like 

topology. The name convolutional neural network indicates that the network uses a mathematical operation 

called convolution. Convolution itself is a linear operation. So a convolutional network is a neural network 

that uses minimal convolution at one of its layers [10-14]. 

  

Convolutional neural network (ConvNets) is a special case of artificial neural network (ANN) which is 

currently claimed to be the best model to solve object recognition and detection problems [10-14].  

 

Convolutional Neural Network (CNN) is included in the type of Deep Neural Network because of its 

high network depth and widely applied to image data. Technically, a convolutional network is an 

architecture that can be trained and consists of several stages. The input and output of each stage are several 

arrays called feature maps. The output of each stage is a feature map of the processing results from all 

locations on the input. Each stage consists of three layers, namely the convolution layer, activation layer 

and pooling layer [10-14].   

 

Before or after subsampling, a sigmoid activation function plus bias is applied to each feature map. The 

above block composition can be seen in Figure 1, where a generic layout of the layers is represented.  

 
Figure 1: General Architecture  of CNN 

 

In addition, convolutional networks are designed assuming that the input to the network is an image, 

which allows encoding certain properties in the architecture, and allow parameters used in the network as: 

𝒀𝒋 = 𝒈 (𝒃𝒋 ∑ 𝑲𝒊𝒋 ⊗ 𝒀𝒊 

.

𝒊=𝟏

)  (𝒆𝒒. 𝟏) 

 

Where 𝑌𝑗5are the5activation maps5resulting from layer 𝑗 5𝑌𝑖 are5the activation5maps of5the previous 

layer 𝑖, 𝐾𝑖𝑗 are5the filters5or kernels5corresponding to5the connection5between the5layers 𝑖 and  𝑗 ,𝑏𝑗 is5the 

bias5value associated5with layer5𝑗 and5𝑔 is5the activation5function. 

 

Furthermore, convolutional networks are designed assuming that the input to the network is an image, 

which allows encoding certain properties into the architecture, allowing parameters used in the network. 
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 Input layer  

 

The first layer of the scheme of a convolutional network deals with the input to the network. As it has 

been seen previously, in convolutional networks you normally have the In addition, as it was also explained 

at the beginning of the document, in this project, the brain tumor-based database is used, so these input 

images will have a dimension of 3000 entries (images) will be passed to the network to carry out the 

training process and, once trained, its correct operation will be verified with 3000 test images [10-14]. 

 

 Convolutional Layer  

 

Returning to the problem exposed in the computational system, the convolutional layer this stage of the 

network, a solution is carried out between the neurons of the hidden layer, and the hidden ones will only be 

connected with a small inspired by how the system works visual possess a series of receptive fields region 

or specific area. In addition, another noteworthy feature is that this means that the features or traits be the 

same as others that are found. On the other hand, convolution is a kernel operation) that generates a feature 

map. Convolutional neural networks  

 

 
Figure 2:  Convolutional Layer 

- Convolutional 2D 

𝑮[𝒊, 𝒋] = ∑ ∑ 𝑯[𝒖, 𝒗]𝑭[𝒊 − 𝒖, 𝒋 − 𝒗](𝒆𝒒. 𝟐𝒌
𝒗=−𝒌

𝒌
𝒖=−𝒌 ) 

- Notation 

𝑮 = 𝑯 ⊗  𝑭 (𝒆𝒒. 𝟑) 

 

In addition, convolutional networks are designed assuming that the input to the network is an image, 

which allows encoding certain properties in the architecture, allowing gains in efficiency and reduction. The 

first layer of the scheme of a convolutional network is about the input to the network.  As previously seen, 

in convolutional networks, the input to the network is normally an image.  

 

 Pooling Layer  

 

Pooling or sub sampling is the reduction of the size of the matrix by using a pooling operation. Pooling 

layer is usually done after conv. Layers. There are two types of pooling that are often used, namely average 

pooling and max pooling. In average pooling, the value taken is the average value, while in max pooling, 

the value taken is the maximum value. 

 

 
Figure 3: Max Pooling Process 

 

Figure 2.27 shows the max-pooling operation for a 4x4 image with a 2x2 pooling mask. The output of 

the pooling process is a matrix with smaller dimensions than the initial matrix. The convolution and pooling 

processes are carried out several times to obtain a feature map of the desired size. The feature map will be 

the input for a fully connected neural network. 
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 The Output of the Pooling Layer 

 

The operation of the pooling layer is as follows: first, from the upper left corner of the activation matrix, 

a pooling size submatrix is selected, and the following will be done: if it is mean-pooling or average-

pooling, they take all the elements of the submatrix, their mean is calculated and the result is saved in the 

first position of the output matrix, if it is max-pooling the element with the highest value found in that 

submatrix is searched for and saved in the first position of the output array. Next, the next subarray that is to 

the right of the image is selected, the image is returned to the left, the elements are jumped down, and the 

image is traversed from left to right again. So, if the activation matrix created by the convolution layer is of 

size [10-14]. This is the last layer of the convolutional neural network scheme and it is a classifier that 

determines to which class the image belongs. input, ie your job in this project is to indicate what number the 

network gives to the input 'believes'.  

 

 
Figure 3: Output of Pooling 

 

 

 The Fully Connected Layer 

 

The Fully-Connected layer is the layer where all the activation neurons from the previous layer are all 

connected to the neurons in the next layer just like an ordinary artificial neural network. Each activation 

from the previous layer needs to be converted into one-dimensional data before it can be connected to all the 

neurons in the layer. The Fully-Connected layer is usually used in the Multi Layer Perceptron method to 

process data so that it can be classified. The difference between the Fully-Connected layer and the regular 

convolution layer is that the neurons in the convolution layer are connected only to certain regions of the 

input, while the Fully-Connected layer has neurons that are entirely connected. However, the two layers still 

operate pacifier products, so their functions are not so different. 

 
Figure 4: Fully Connected Layers for Classification 
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III. PROPOSED MODEL 

This chapter will explain how the system design and analysis in this study. This research has several 

stages namely stages of system requirements to be made and solutions to the Glaucoma detection problem 

using CNN Algorithm based on fundus Images. 

 
Figure 5.5Proposed Scheme 

 

 

 Data Source 

 

Data needed for research uses primary data obtained directly from the website  

https://www.kaggle.com/datasets/gunavenkatdoddi/eye-diseases-classification  which is. The data collected 

are two-dimensional Glaucoma images in5JPG format, totalling 1000 images. 

 

 Pre-processing 

Pre-processing images are the steps taken to format images before use on the training model. 

Preprocessing image This research uses image resizing by defining image pixel size with a size of 224 x 224 

at the start of the program. This thing works to reduce time training models and increase the speed of the 

inference model. Fully connected layers in convolutional neural network, requires all images to have the 

same array size. If the image size is not the same, it will affect the results of image detection. For 

comparison of the original image and results from preprocessing can be seen in Figure 6. 
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Figure 6: Original8Data and Data After Resizing 

 Augmentation Image 

In this research stage after pre-processing image is an augmentation image. After the image is equalized 

in pixel size at the stage of pre-processing image then it will be processed with an augmentation image. 

 
Figure 7: Image Augmentation 

 

Image augmentation is a useful data manipulation technique for reproducing the data without losing the 

core data so that the algorithm can produce maximum performance 

 

 Algorithm CNN 

 

1. Input Glaucoma image with pixel size of 224x224x3 where 224x224 is the size image pixels, while 

3 is the number of channels which are images Red, Green, Blue (RGB), this image is then processed with 

two layers convolution size 2x2 and produce feature map size 224x224x32, where the result of 32 is the 

number of channels after the image convoluted with the formula as in equation 3.1. 

2. In the second process, the feature map resulting from the first process is processed with 1 layer of 

max-pooling measuring 2x2 and processed with a convolutional block to produce a feature map measuring 

112x112x64. 

3. Then in the third process, the feature map resulting from the second convolution is processed with 1 

layer of max-pooling measuring 2x2 and processed with a convolutional block to produce a feature map 

measuring 56x56x128. The convolution and max-pooling formulas are found in equations 4 and 5. 

𝒇𝒍
𝒌(𝒑, 𝒒) = ∑ ∑ .

𝒙,𝒚
𝒊𝒄(𝒙, 𝒚)𝒆𝒍

𝒌(𝒖, 𝒗)(𝒆𝒒. 𝟒)
𝒄

 

𝒁𝒍
𝒌 = 𝒈𝒑(𝑭𝒍

𝒌)(𝒆𝒒. 𝟓) 

4. Furthermore, the feature map resulting from the last process is processed with a convolutional block 

and the output is entered on 5 blocks, the first block is processed with 1 layer transpose and processed with 

3 convolutional blocks which produce a 56x56x128 feature map for image segmentation. The formula for 

the 2 convolutional blocks is in equation 7. 

𝒙𝒊 = 𝑭(𝒙𝒊, 𝑾𝒊), 𝒙𝒊+𝟏 = 𝒙𝒊 + 𝑭(𝒙𝒊, 𝑾𝒊)(𝒆𝒒. 𝟕) 

5. Next, the second block is processed with 1 transpose layer measuring 2x2 and processed with the 

convolutional block which produces a 112x112x64 feature map. 

6. The third block is processed with 1 layer of transpose measuring 2x2 and processed which produces 

a feature map measuring 224x224x3. 
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7. Transpose and convolution layers are followed by the ReLU activation function with the formula as 

in equation 8. 

𝒇𝑹𝒆𝑳𝑼(𝒉𝒊,𝒌) = 𝐦𝐚𝐱 (𝟎, 𝒉𝒊,𝒌) (eq.8) 

8. The fully connected process uses the sigmoid activation function. The sigmoid activation function is 

useful for determining the results of Glaucome detection and producing the output layer. 

 

The use of each layer in the algorithm has an important role, where each different layer has its function. 

An explanation of each layer will be explained in the following paragraphs. 

 

a. Convolutional layers: The convolutional layer consists of a set of convolutional kernels where each 

neuron acts as a kernel. The convolutional kernel works by dividing the image into small slices as shown in 

Figure 8. 

 
Figure 8:  Process Convolutional Layer 

 

Image Dividing: The image into8small blocks helps8in extracting feature. The kernel8joins the 

images8using a certain set of8weights by multiplying8their elements by the corresponding8elements of the 

receptive field as 𝑓𝑙
𝑘(𝑝, 𝑞) = ∑ ∑ .𝑥,𝑦 𝑖𝑐(𝑥, 𝑦)𝑒𝑙

𝑘(𝑢, 𝑣)𝑐  

where, 𝑖𝑐(𝑥, 𝑦).
. is the tensor element of the input image 𝑖𝑐, which is the wise element multiplied by 

𝑒𝑙
𝑘(𝑢, 𝑣) the index of the 𝑘𝑡ℎconvolution kernel of the 𝑘𝑙 th layer. Meanwhile, the output map feature of the 

𝑘𝑡ℎ convolution operation can be stated as 𝐹𝑙
𝑘 = [𝑓𝑙

𝑘(1,1), … . , 𝑓𝑙
𝑘(𝑝, 𝑞), … . . , 𝑓𝑙

𝑘(𝑃, 𝑄)]  
 

b. The Pooling Layer: Feature Map that is generated as the output8of the8convolution operation, can 

occur8at different8locations in8the image.8Once a8feature is8extracted, its8exact location8becomes 

less8important as8long as8an estimate8of its8position relative8to others is8maintained. Pooling8or down-

sampling8is an8interesting local8operation. It summarizes similar information around the receptive field 

and displays the predominant response in this locale 𝑍𝑙
𝑘 = 𝑔𝑝(𝐹𝑙

𝑘). 

 
Figure 9: Max Pooling 

 

 The above equation shows a pooling operation where 𝑍𝑙
𝑘 is the layer l feature map pooled lth for 

input 𝑘 features map 𝐹𝑙
𝑘, while gp 𝑔𝑝(𝐹𝑙

𝑘) defines the type of pooling operation.  

. 

c. Fully Connected8Layer: Fully8Connected Layer is8a function8in image8detection, in8this 

stage8each neuron8at the8top level8is interconnected8with every8neuron at8the next8level. The8Fully 

Connected8Layer receives8the output8from the upper8layer (which represents a8feature map8of 
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higher8level features) and determines the8most suitable8output. An8overview of8the fully8connected 

layer8process is8shown in8Figure 3.6,8in this8process using8the ReLU8and Sigmoid8activation functions.  

 
Figure 10: Fully Connected Layer 

d. Activation Function The activation8function serves as8a decision function8and helps in8learning 

complex patterns.8Choosing the right8activation function can8speed up the8learning process. 

The8activation function for8the feature map8is defined in8the equation 𝑇𝑙
𝑘 = 𝑔𝑎(𝐹𝑙

𝑘). 

 

In8the equation above, 𝐹𝑙
𝑘 is the8output of the8convolution, which is8assigned to the8activation function 

𝑔𝑎8which adds the8non-linearity and returns8the output 𝑇𝑙
𝑘8transformed for the8lth layer. Thereafter, 

activation function ReLU is used8to embed combinations8of non-linear features.8However, ReLU and8its 

variants are8more widely used8because they help8overcome the problem8of missing gradients.  

 

ReLu - It is known that standard activation functions such as the sigmoid function or the hyperbolic 

tangent function are contractive almost everywhere and the gradient at large values becomes almost zero. 

Thus the update by the feasible stochastic gradient becomes very small as 𝑓𝑅𝑒𝐿𝑈(ℎ𝑖,𝑘) = max (0, ℎ𝑖,𝑘).  

IV. RESULTS 

 Data Augmentation 

Data augmentation is a step in the processing of picture data. Augmentation is the technique of altering 

or modifying an image in such a manner that the computer will recognize the altered image as being 

different yet people can still recognize the altered image as being different. The identical image has been 

edited. Because the model augmentation receives additional data that can be valuable for creating a model 

that can generalize better, it can increase the accuracy of the CNN model that is trained. Data augmentation 

uses a number of techniques to process image data, including the following techniques.:- 

 

1. Resize: Resize is a method for changing the size of an image to size which are desired. Resize aims 

to decrease the size of the image to 224 *224 512 *512 as the size of the image is at 512 *512 of 

resolution which is very high for processing over GPU. 

2. Grayscale: Grayscale: The process of changing the image channel to grayscale aims to save image 

size because it only uses one channel that only displays the intensity value or the degree of gray 

using  𝑔𝑟𝑎𝑦𝑖𝑗 =
𝑓(𝑖,𝑗)𝑅+𝑓(𝑖,𝑗)𝐺+𝑓(𝑖,𝑗)𝐵

3
 as under.   
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Figure 11: Data Augmentation 

 

 

 M odel Training 

The learning parameter that is initialized in the code above is the learning rate parameter with the 

Stochastic Gradient Descent (SGD) optimizer. SGD is a machine learning optimization method that is 

useful for updating the weights for each parameter being trained. Due to the large number of parameters that 

must be trained on the FC Layer network, the SGD optimizer is considered suitable for use. From the CNN 

architecture above, the dataset will be trained according to the training model that has been created 

previously. The process for training this model is often referred to as model fitting. The model fitting 

process can be done by calling the model.fit() method, then entering the data variables and iteration 

parameters that must be executed during the model fitting process. 

 
Figure 12: Model Training 

When this fitting model is run, the CNN architecture that has been formed will immediately work to 

execute the data that has been prepared previously. The training process is carried out in a number of 

predetermined epochs. Every time you run iteration, the system will automatically display the accuracy 

value and loss value from the training data. Consequently, the model achieves the accuracy value of 99.91% 

at the time of training. 
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Figure 13: Accuracy Evaluation of Proposed Model 

 

 

 

After the CNN model goes through the training process, the model will be tested to test how well the 

performance of the previously trained model. This testing process is done by testing a new image that has 

never been trained before by the model. That way, it will be seen how well the performance of the model 

that has been made to identify. The first step is to call the model that was previously formed during the 

training. The next process is to bring up the prediction results from the tested image. To bring up the 

prediction results, the system will compare the weight between the image to be predicted with the output 

weight on the model that has been called. After the image weight is validated, the image will be classified to 

the output with the closest weight. The results of this test will be in the form of classification results and 

values probability of the output weights closest to the image being tested. Therefore, able to achieve the 

validation accuracy of 96.65% effectively. 

 

V. CONCLUSION 

From the results of research carried out to identify Glaucoma using the Convolutional Neural Network 

(CNN) method, the following conclusions can be drawn:  

1. Basically the CNN algorithm is an algorithm capable of classifying images without requiring 

additional feature extraction. Because the algorithm already has a feature learning stage or process. 

However, in the course of this research, too little amount of data is owned and the poor quality of the data 

obtained makes researchers add additional feature extraction to make it easier for the algorithm to perform 

feature extraction on the image to be processed by rescaling the images. 

2. The CNN algorithm is good enough to identify Glaucoma based on this images by training at 40 

epochs and the validation accuracy of 96.65% effectively. This result is quite good and model is 

successfully to achieve the results for Glaucoma detection. 
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