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Abstract:  Failed engines in commercial vehicles result in loss of resources, time and money for the fleet 

operators and safety concerns for vehicle operators. Since the first observations in the 1900s, low engine oil 

pressure has been the most frequent cause of engine failure [1]. With time, indicators and the sensors have 

been added to check oil levels and communicate abnormal engine oil pressure to the vehicle operators via the 

engine controls units. With the advent of advance sensors in the 2100s, this data began to be shared on central 

servers for tracking and maintaining vehicles remotely. Using data analytic and model-based predictions have 

attempted to make necessary interventions to reduce downtime by conducting preventive maintenance. In this 

research, the implementation begins with rule-based labeling time series-data from lab tests and field 

observations. Next, to apply a model-based approach, parameters like engine oil pressure, engine speed, 

vehicle speed, and engine coolant temperature were identified as parameters indicating engine status. We 

attempt to use Different Machine learning models to classify the engine failed vehicle due to engine oil 

pressure. 

 

Index Terms - Oil pressure, Engine failure, Rule based, commercial vehicles, anomaly detection.  

I. INTRODUCTION 

Commercial vehicles play a crucial role in the transportation of goods and services. Oil Pressure is one of 

the most crucial factors in efficient working of commercial vehicles.[1] Oil pressure is defined as the pressure 

of oil that is being pumped through the engine, which is critical for the proper functioning of the engine and 

the longevity of its components. The oil pressure is responsible for lubricating the engine components, and if 

it falls below the recommended level, it could lead to serve engine damage, eventually resulting in engine 

failure. On the other hand, if the oil pressure is too high, it may cause excessive oil consumption, engine 

damage, and reduced fuel efficiency [2]. 

II. BACKGROUND 

In the 1980s and 1990s, researchers began to focus on developing diagnostics tools and the techniques that 

could predict engine oil pressure failure before they occur. This included the use of sensors and monitoring 

devices [3]. Research on engine failure prediction had begun to shift towards more quantitative methods, such 

as using mathematical models to predict the likelihood of engine failure based on oil pressure levels [4]. These 

models were based on statistical techniques, such as regression analysis, and were used to identify the critical 

oil pressure levels that were associated with increased risk of engine failure. In the 2000s, researchers began 

to explore the use of advanced data analysis techniques, such as machine learning and artificial intelligence, 

to improve the accuracy and reliability of engine oil pressure failure prediction [5]. These studies have focused 

on developing models that can analyze large amount of data from a variety of sources, such as engine sensors, 

telematics systems, and maintenance records, to identify patterns and trends that indicates an increased risk 

of engine oil pressure failure. In the 2000sand 2010s, research on engine failure prediction continued to 

evolve, with a focus on developing more advanced mathematical models and incorporating data from other 
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vehicle systems, such as the engine failure, such as those caused by wear and tear, overheating, and fuel 

system problem [4]. 

III. EXISTING WORK 

Today, many commercial vehicle manufacturers vehicle manufacturer and fleet operators use advanced 

engine oil pressure monitoring systems to predict and prevent engine oil pressure failures. These systems use 

a combination of sensors, data analysis and predictive algorithms [5] to identify potentials issues and alert the 

operators to take preventive action before a failure occurs. In recent years, research on engine failure 

prediction has also focused on developing advanced diagnostic tools and systems that can monitor the health 

of an engine in real-time. These systems use sensors and other technologies to monitor oil pressure levels and 

other key engine parameters and provide early warning of potential problems before they lead to engine 

failure. Overall, the research on engine failure prediction due to engine oil pressure in commercial vehicles 

has been ongoing for several decades, with a focus on identifying more advanced mathematical models and 

diagnostics tools for predicting and preventing engine failure. The use of rule-based prediction models for 

engine failure due to oil pressure in time series data collected for commercial vehicles has been widely studied 

in the field of predictive maintenance [4]. There are various methods for predicting engine failure due to oil 

pressure, including statistical methods, machine learning algorithms, and rule-based systems. Rule based 

systems are preferred in the case of commercial vehicles due to their interpretation ability and ease of 

implementation. These systems use a set of predefined rules that are based on expert knowledge to make 

predictions. The rules are usually expressed in the form” if-then” statements, where the if” if” part specifies 

the conditions that need to be satisfied and the” then” part specifies the action to be taken. 

IV. METHODS 

Traditionally, engine failure in vehicles has been established by designing rules based on empirical 

observations. However, the purpose of this paper is to explore the use of machine learning approaches to 

predict engine failure [6]. Instead of relying solely on predefined rules, machine learning algorithms analyze 

the collected telematics data and indicators patterns that may be associated with engines failure [6]. By 

leveraging these machine learning techniques, the researchers aim to develop predictive models that can detect 

signs of potential engine failure in advance. In this research we have analyzed telematic data collected from 

commercial vehicle engines operating in field. By utilizing machine learning algorithms, the models can learn 

from the vast amount of data collected from telematics devices [6], identifying complex relationship and 

patterns that may not be evident through manual rule design alone [1]. This paper likely describes different 

machine learning approaches that were employed and evaluated to predict engine failure. These approaches 

may include technique such as classification algorithms, regression models, or other methods suitable for 

analyzing the telematics data and predicting engine failure based on the identified patterns. Overall, the papers 

represent an attempt to leverage machine learning to enhance the prediction of engine failure due to low oil 

pressure in commercial vehicles, moving beyond traditional rule-based methods and utilizing the rich data 

provided by telematics devices. 

 

V. DATA DESCRIPTION 

 

 
 

Fig 1. Data Description 
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VI. MODEL APPROACH 

 4.1 Correlations  

By examining the correlation map strongly related variables or variables that exhibit interesting patterns are 

identified [7]. Variables that have a strong correlation with the target variables are highlighted. Also, 

correlation maps are used to detect multicollinearity by identifying a high correlation between two variables. 

Addressing multicollinearity is essential for building a robust and interpret-able model. Next, redundant or 

highly correlated features that can be identified need to be removed so as to reduce the dimensions. By 

understanding the relationships between variables, variable inclusion or exclusion can be decided. Variables 

that have the most impact and how changes in one variable may affect others is studied. This information is 

very crucial for making data-driven decisions and formulating strategies based on the insights gained from 

the correlation map. Following this process, a new rule to predict engine failure is determined. It was observed 

that while speed of engine, speed of vehicle, oil pressure, and coolant temperature are strongly correlated to 

engine failure; intake air temperature and CatlistupstrmTemp are also strongly correlated with engine failure. 

  

4.2 ML Classifier 

   Algorithms like K-Nearest Neighbours, Support Vector Machines [8], Decision Tree, Random Forest and 

Ada Boost classifiers [9] were applied and compared in this supervised machine learning approach. The data 

set used for this approach was from real time engine condition data collected from multiple sensors, at per 

minute frequency. The primary focus of ML Classifiers is to improve the accuracy of event recognition and 

reduce the occurrence of false positive. To evaluate the effectiveness if ML classifiers, following matrices 

[10] are used: 

 

1) TP Rate:  

TPR = TP / (TP + FN)  

2) FP Rate:  

FPR = FP / (FP + TN) 

3) TN Rate:  

TNR = TN / (TN + FP) 

4) FN Rate:  

FNR = FN / (FN + TP)  

5) ACC:  

ACC = (TP + TN) / (TP + FP + TN + FN)  

6) Precision:  

Precision = TP / (TP + FP)  

7) Recall:  

Recall = TP / (TP + FN)  

• AUC: Area Under ROC Curve In the context of evaluating the model, the following definitions are 

relevant: 

• TP: Instances where abnormal events are correctly identified. 

• FP: Instances where normal conditions are mistakenly judged as abnormal events. 

• TN: Instances where normal conditions are accurately identified. 

  • FN: Instances where abnormal events are incorrectly classified as normal. 

• AUC: quantifies the performance of a model by measuring the area under the ROC curve. 

By analyzing the ROC curve and calculating the AUC value, we can intuitively gauge the model’s 

performance. The AUC value ranges between 0.1 and 1. Larger AUC value signifies a better-performing 

model in terms of accurately identifying abnormal events, minimizing false positive, accurately identifying 
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normal conditions, and reducing false negatives [11]. By using the above matrices, the following results are 

produced using telematics data. 

 

 
 

Fig 2. Confusion Matrix of ML Classifiers 

 

4.3 PCA 

   The data set contains a large number of features or variables, this leads to confusion, false representation 

and computational inefficiency. It may also lead to model over-fitting. The approach of PCA helps in 

dimensional reduction of the input features by transforming them into a new set of orthogonal variables. It 

enables the visualization of high-dimensional data in a lower-dimensional space. It achieves data compression 

by transforming data into a reduced set of principal components that capture the most significant variation, 

thereby saving memory and computational resources. With PCA, we can effectively identify and remove 

multi collinearity in data sets containing correlated variables. By transforming the features into orthogonal 

components, we eliminate redundancy and improve model stability. The number of principle components 

were limited to five. 

 

 
 

Fig 3. Confusion Matrix of ML Classifiers Using PCA 

 

The result of this approach is as same as the above ML Classifiers (ref Fig.3). There is no difference between 

in precision, recall and F1-score using PCA and without PCA. (Ref Fig.2 and Fig.3) 

 

4.4 Isolation Forest 

   Isolation Forest is a Unsupervised Machine Learning algorithm specifically designed for anomaly detection 

[10]. It is particularly effective in identifying outliers or anomalies in data sets. This approach focuses on 

isolating anomalies and is especially suitable for low engine oil pressure because anomalies in oil pressure 

often have different patterns or characteristics compared to normal oil pressure. 

   Since engine failure due to low engine oil pressure can be considered anomalous to the regular engine 

functioning, anomaly detection approach was applied using isolation forest [10]. A threshold of 5 percent to 

define outliers and engine oil pressure below 150 kpa was used as threshold. 
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Fig 4. TSNE Graphical Representation of Anomalies 

 

    The above TSNE graph visualize the data points in lower dimensional space, typically 3D as per the given 

rules. It identifies the clusters or patterns of normal data points. Normal instances tend to be grouped closely 

together in the lower dimensional space, forming distinct clusters. 

    But Anomalies, might appear as isolated or distinct points in above TSNE graphs, separate from normal 

clusters. These outliers can be easily identified by their noticeable deviation from the majority of data points. 

 

 
 

Fig 5. Degree of Anomality 

 

   The above figure shows that the higher scores indicate a higher likelihood of being an anomaly, while lower 

scores suggest a higher likelihood of being a normal data point. To interpret this result of Isolation Forest 

anomaly detection, we have set a threshold on anomaly scores. 

 

4.5 Multimodal 

   By combining multiple machine learning models, accuracy to identify anomalous engine failure events due 

to low oil engine oil pressure can be improved [11, 12]. First, Multiple Linear Regression model is used to 

create linear regression models, each tailored to a specific subset of data. In the context of low engine oil 

pressure detection, different types of oil pressure values may exhibit distinct patterns or behaviors. By building 

separate linear regression models for different oil pressure categories, it becomes possible to capture the 

specific characteristics and relationship within each subset of data.  
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   Once the relevant features are selected and separated, linear regression models are trained for each low 

engine oil pressure category. The models can be used to predict the likelihood of low oil pressure for new 

incoming events. The models produce a low oil pressure score or probability for each transaction, indicating 

the likelihood of low oil pressure activity based on the learned pattern. 

   After obtaining the scores, isolation forest model excels to identify outliers or anomalies within data set. 

   The anomaly score obtained from isolation forest can be compared against a predefined threshold to classify 

the low oil pressure as normal or abnormal. The threshold can be based on desired balance between false 

positive and false negative, considering the risk tolerance of low engine oil pressure detection system [13].  

   By combining the outputs of multi model linear regression and isolation forest, we leverage the strength of 

both techniques. Linear regression models capture the specific low oil pressure patterns within each category, 

while isolation forest identifies unusual patterns that may not be captured but linear regression models. The 

ensemble approach optimizes anomaly detection, improving the overall accuracy and coverage of the oil 

pressure detection system [14]. 

 

 
 

Fig 6. Graphical Representation of Anomalies Using Multimodal 

 

VII. RESULTS 

In the mentioned approaches, various parameters such as oil pressure, engine speed, vehicle speed, coolant 

temperature, IST date time, and intake air temperature were utilized. Surprisingly, when comparing the results 

obtained using all these parameters with those obtained using fewer parameters, they turned out to be quite 

similar, except for the Multi model approach. 

The Multi model approach stood out as it successfully identified anomalies, as shown in Figure 6. These 

identified anomalies were later cross validated manually using the dataset. However, it was noticed that the 

absence of oil level data limited the accuracy of the confusion matrix results. 

In simpler terms, the different methods used similar sets of parameters, but the Multi model approach was 

unique in pinpointing anomalies. Nevertheless, the absence of oil level data hindered achieving even more 

precise results, and including this data could potentially enhance the accuracy of the analysis. 

 

VIII. CONCLUSION 

In conclusion, based on the comparison of multiple approaches, the statement suggest that the Isolation 

Forest algorithm along with linear regression i.e.Multi model, stands out as the most effective methods for 

engine failure prediction using anomaly detection. Its ability to detect anomalies without the need for labeled 

training data, scalability, and robustness against outlier make it a reliable choice for identifying potential 

engine failures and enabling proactive maintenance. 
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IX. FUTURE WORK 

Multi-modal approaches considering seasonal effects, global positions, terrains and ambient environments 

should also be explored to increase model-based prediction further. 
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LIST OF ABBREVIATION 

 

ML  Machine Learning 

KNN  K-Nearest Neighbors 

SVM Support Vector Machine 

DT Decision Tree 

RF  Random Forest 

AdB  AdaBoost 

PCA  Pricniple Component Analysis 

TP  True Positive 

TN  True Negative 

FP  False Positive 

FN  False Negative 

AUC  Area Under the Curve 

ROC  Receiver Operating Characteristics 
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