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# Concerning The Cost Of Rapid Control Of Certain Equations 

YAMEOGO Pierre claver<br>Dr. En Mathématiques(Ph.D)<br>BV30246 Ouaga Pissy 10050 Ouagadougou BF<br>Abstract<br>Throughout this paper, we consider the cost of null controllability for a large class of linear equations of parabolic or dispersive type in one dimension in small time. We are able to give precise upper bounds on the timedependence of the fast controls when the time of control $T$ tends to 0 . We also give a lower bound of the cost of fast controls for the same class of equations, which proves the optimality of the power of T involved in the cost of the control. These general results are then applied to treat notably the case of linear KdV equations and fractional heat or Schrodinger equations.
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### 5.1.1 Presentation of the problem

### 5.1 Introduction

This paper is devoted to studying fast boundary controls for some evolution equations of parabolic or dispersive type, with the spatial derivative not necessarily of second order.

Let $H$ be an Hilbert space (the state space) and $U$ be another Hilbert space (the control space). Let $A: D(A) \rightarrow H$ be a self-adjoint operator with compact resolvent, the eigenvalues (which can be assumed to be different from 0 without loss of generality) are called $\left(\lambda_{k}\right)_{k \geq 1}$, the eigenvector corresponding to the eigenvalue $\lambda_{k}$ is called $\mathrm{e}_{\mathrm{k}}$. We assume that - A generates on $H$ a strongly continuous semigroup $S: t \mapsto S(t)=e^{-t A}$. The Hilbert space $D\left(A^{*}\right)^{\prime}(=$ $\left.D(A)^{\prime}\right)$ is from now on equipped with the norm

$$
\|x\|_{D(A)}^{2}=\sum \frac{\left\langle x, e_{k}>\right\rangle_{H}^{2}}{\lambda_{\mathrm{k}}^{2}} .
$$

We call $B \in \mathrm{~L}_{\mathrm{c}}\left(\mathrm{U}, \mathrm{D}(\mathrm{A})^{\prime}\right)$ an admissible control operator for this semigroup, i.e. such that there exists some time $T_{0}>0$, there exists some constant $C>0$ such that for every $z \in D(A)$,

$$
\int_{0}^{\mathrm{T}_{0}}\left\|\mathrm{~B}^{*} \mathrm{~S}(\mathrm{t})^{*} \mathrm{z}\right\|_{\mathrm{U}}^{2} \leq \mathrm{C}\|\mathrm{z}\|_{\mathrm{H}}^{2} .
$$

We recall that if $B$ is admissible, then necessarily the previous inequality holds at every time, that is to say for every time $T>0$, there exists some constant $C(T)>0$ such that for every $z \in D(A)$, one has

$$
\int_{0}^{T_{0}}\left\|B^{*} S(t)^{*} z\right\|_{U}^{2} \leq C(T)\|z\|_{H}^{2} .
$$

From now on, we consider control systems of the following form:

$$
\begin{equation*}
\mathrm{y}_{\mathrm{t}}+\mathrm{A}_{\mathrm{y}}=\mathrm{B}_{\mathrm{u}} \tag{5.1.1}
\end{equation*}
$$

Or

$$
\begin{equation*}
\mathrm{y}_{\mathrm{t}}+\mathrm{i} \mathrm{~A}_{\mathrm{y}}=\mathrm{B}_{\mathrm{u}} \tag{5.1.2}
\end{equation*}
$$

Where A will always be supposed to be positive in the parabolic case (i.e. for Equation (5.1.1)).
Then, it is well-known (see for example [Cor07, chapter 2, Section 2.3], the operators -A or -iA generates a strongly continuous semigroup under the hypothesis given before thanks due to the Lummer-Phillips or Stone theorems) that if $u \in L^{2}((0, T), U)$, System (5.1.1) or (5.1.2) with initial condition $y^{0} \epsilon H$ has a unique solution satisfying $y \in C^{0}([0, T], H)$. Moreover, control $u \in L^{2}\left(\left(0, T_{0}\right), U\right)$ such that $\left.y\left(T_{0},.\right) \equiv 0\right)$, then there exists a unique optimal (for the optimal null control cost at time $\mathrm{T}_{0}$ (or in a more concise form the cost of the control) and denoted $\mathrm{C}_{\mathrm{T}_{0}}$, which is also the smallest constant $\mathrm{C}>0$ such that for every $y^{0} \in H$, there exists some control $u$ driving $y^{0}$ to 0 at time $T_{0}$ with

$$
\|u\|_{L^{2}\left(\left(0, T_{0}\right) \cdot \mathrm{U}\right.} \leq \mathrm{C}\left\|\mathrm{y}^{0}\right\|_{\mathrm{H}} .
$$

Our goal in work is to estimate precisely the cost of the control $C_{T}$ when the time $T \rightarrow 0$ for some families of operators A which are null controllable in arbitrary small time, and is of great interest in itself but it may also be applied to study the uniform controllability of transport-diffusion in the vanishing viscosity limit as explained in [Lis12]. (the strategy described in [Lis12] might probably be extended to the study of other problems of uniform controllability, for example in zero dispersion limit or in zero diffusion limit as in [GG08] or [GG09]) It is obvious that $\mathrm{C}_{\mathrm{T}}$ must tend to $\infty$ when $T \rightarrow 0$.

### 5.2 Proofs of Theorems

### 5.2.1 Proof of Theorem 5.1.1

The following lemma is a refinement of the estimates proved in [FR71, Lemma 3.1] and is strongly inspired by [TT07, Lemma 4.1].

Lemma 5.2.1. Let $\left(\lambda_{n}\right)_{n \geq 1}$ be a regular increasing sequence of strictly positive nümbers versifying moreover that there exists some $\alpha \geq 2$ and some constant $R>0$ such that (5.1.3) holds.

Let $\Phi_{n}$ be defined as follows :

$$
\Phi_{\mathrm{n}}(z):=\prod_{k \neq n}\left(1-\frac{z}{\lambda_{k}-\lambda_{n}}\right) .
$$

Then

1. If $z \in \mathbb{C}$,

$$
\begin{equation*}
\Phi_{n}(z) \lesssim e^{\left.\left.\frac{\pi}{\sqrt{R} \sin (\pi / \alpha)}\right|^{|z|}\right|^{\frac{1}{\alpha}}} P(|z|), \tag{5.2.1}
\end{equation*}
$$

where $P$ is a polynomial.
2. If If $z \in \mathbb{R}$,

$$
\begin{equation*}
\Phi_{\mathrm{n}}\left(-i x-\lambda_{n}\right) \lesssim e^{\frac{\pi}{2 \sqrt{R} \sin (\pi / \alpha)}|x|^{\frac{1}{\alpha}}} P\left(\lambda_{n},|x|\right) \tag{5.2.2}
\end{equation*}
$$

Where $\bar{P}$ is a polynomial.
(In the previous inequalities, the implicit constant may depend on $\alpha$ but not on $z, x$ or $n$ )
Remark 5.2.1. One can see numerically that inequalities (5.2.1) and (5.2.2) are optimal for $\alpha \geq 2$, but are false for $\alpha \in(1,2)$ (but one could find a less precise estimate).

Proof of lemma 5.2.1. Without loss of generality, we can assume that $R=1$ (one can go back to the general case by an easy scaling argument). We have then the existence of some constant $C>0$ such that $\left|\lambda_{n}-n^{\alpha}\right| \leq C n^{\alpha-1}$. From now on we call $\gamma:=\gamma\left(\left(\lambda_{n}\right) n \geq 1\right)$. As in [TT07, Page 81], one has.

$$
\ln \left|\Phi_{\mathrm{n}}(z)\right| \leq \int_{0}^{|z|} \int_{\gamma}^{\infty} \frac{L_{n}(s)}{(t+s)^{2}} d s d t
$$

where

$$
L_{n}(s):=\#\left\{k \| \lambda_{k}-\lambda \leq s\right\} .
$$

Let us estimate precisely $L_{n}(s)$.
One has
if and only if

$$
\left|\lambda_{k}-\lambda_{n}\right| \leq s
$$

$$
\lambda_{k}-\lambda_{n} \leq s
$$

and

$$
\lambda_{k}-\lambda_{k} \leq s
$$

1. Assume that (5.2.4) holds. Then

$$
k^{\alpha-1}(k-C) \leq \lambda_{n}+s .
$$

Let

$$
\bar{R}(X)=X^{\alpha-1}(X-C) .
$$

We call $D=\lambda_{n}+s$. By studying function $\bar{R}(0)=0, \bar{R}(+\infty)=+\infty$ and that $\bar{R}$ is strictly decreasing on $[0, C(1-1 / \alpha)]$ and then strictly increasing on $[C(1-1 / \alpha), \infty]$. Hence the equation $\bar{R}(X) \leq D$ is equivalent to $0 \leq X \leq \tilde{X}$. Moreover,

$$
\bar{R}\left(D^{\frac{1}{\alpha}}\right)-D=-C D^{\frac{\alpha-1}{\alpha}}<0
$$

and

$$
\bar{R}\left(D^{\frac{1}{\alpha}}\right)-D=\left(D^{\frac{1}{\alpha}}+C\right)^{\alpha-1} D^{\frac{1}{\alpha}}-D=D\left(\left(1+C D^{-\frac{1}{\alpha}}\right)^{\alpha-1}-1\right)>0
$$

So $\tilde{X} \in\left[D^{1 / \alpha}, D^{1 / \alpha}+C\right]$ and

$$
0 \leq k \leq \widetilde{X}
$$

Implies

$$
\begin{equation*}
k \leq\left(\lambda_{n}+s\right)^{\frac{1}{\alpha}}+C . \tag{5.2.6}
\end{equation*}
$$

2. Assume now that (5.2.5) holds.

$$
\lambda_{n}-s \leq k^{\alpha-1}(k+C) .
$$

We call $E=\lambda_{n}-s$. If $\lambda_{n}-s<0$ then inequality (5.2.7) is always true. If $\lambda_{n}+s \geq 0$, we introfuce

$$
\tilde{R}(X)=X^{\alpha-1}(X+C)
$$

By studying function $\tilde{R}$, we see that $\tilde{R}(0)=0, \tilde{R}(+\infty)=+\infty$ and that $\tilde{R}$ is strictly increasing on $[0, \infty)$. Hence the equation $\tilde{R}(X)=E$ has a unique solution $\tilde{X} \in[0, \infty)$ and the inequality $\tilde{R}(X) \geq D$ is equivalent to $X \geq \tilde{X}$. Moreover,

$$
\tilde{R}\left(E^{\frac{1}{\alpha}}\right)-E=C E^{\frac{\alpha-1}{\alpha}}>0
$$

and

$$
\tilde{R}\left(\left(E^{\frac{1}{\alpha}}-C\right)^{+}\right)-E=\left(\left(E^{\frac{1}{\alpha}}-C\right)^{+}\right)^{\alpha-1} E^{\frac{1}{\alpha}}-E\left(\left(\left(1-C E^{\frac{1}{\alpha}}\right)^{+}\right)^{\alpha-1}-1\right)<0 .
$$

So
and $k \geq \tilde{X}$ implies

$$
\tilde{X} \in\left[E^{1 / \alpha}-C, E^{1 / \alpha}\right]
$$

$$
\begin{equation*}
k \geq\left(\left(\lambda_{n}-s\right)^{\frac{1}{\alpha}}-C\right)^{+} \geq\left(\left(\lambda_{n}-s\right)^{\frac{1}{\alpha}}-C\right) . \tag{5.2.8}
\end{equation*}
$$

Finally, if we have simultaneously the conditions (5.2.4) and (5.2.5) and (5.2.5), then combining inequalities (5.2.6) and (5.2.8) necessarily.

$$
k \in\left[\left(\left(\lambda_{n}-s\right)^{+}\right)^{\frac{1}{\alpha}}-C,\left(\lambda_{n}+s\right)^{\frac{1}{\alpha}}+C\right]
$$

and

$$
\begin{equation*}
L_{n}(s) \leq\left(\lambda_{n}+s\right)^{\frac{1}{\alpha}}-\left(\left(\lambda_{n}-s\right)^{+}\right)^{\frac{1}{\alpha}}+2 C . \tag{5.2.9}
\end{equation*}
$$

Finally, from (5.2.3) and (5.2.9).

$$
\left|\Phi_{\mathrm{n}}(z)\right| \lesssim(1+|z| / \gamma)^{2 C} e^{\int_{\gamma}^{\mid z} \frac{\left(\lambda_{n}+s\right)^{\frac{1}{\alpha}}-\left(\left(\lambda_{n}-s\right)^{+}\right) \frac{1}{\alpha}}{(i+s)^{2}} d s d t} \text { (5.2.10 }
$$

One has (using the change of variables $v=s / \lambda_{n}$ for the last inequality)

$$
\begin{gathered}
\int_{0}^{|z|} \int_{\gamma}^{\infty} \frac{\left(\lambda_{n}+s\right)^{\frac{1}{\alpha}}-\left(\left(\lambda_{n}-s\right)^{+}\right)^{\frac{1}{\alpha}}}{(y+s)^{2}} \leq|z| \int_{\gamma}^{\infty} \frac{\left.\left(\lambda_{n}+s\right)^{\frac{1}{\alpha}}-\left(\left(\lambda_{n}-s\right)^{+}\right)^{\frac{1}{\alpha}} \cdot \cdot \cdot \cdot \cdot 1\right]}{S(s+|z|)^{2}} d s \\
\leq \lambda_{n}^{1-\frac{1}{\alpha}}\left(U\left(\frac{|z|}{\lambda_{n}}\right)+V\left(\frac{|z|}{\lambda_{n}}\right)\right),
\end{gathered}
$$

where

$$
U(x):=\int_{0}^{1} \frac{(1+s)^{\frac{1}{\alpha}}-\left((1-s)^{+}\right)^{\frac{1}{\alpha}}}{v(v+x)^{2}} d v
$$

and

$$
V(x):=\int_{1}^{\infty} \frac{(v+1)^{\frac{1}{\alpha}}}{v(v+x)} d v
$$

To prove inequality (5.2.1),, in view of (5.2.10) and (5.1.11) it is now enough to prove

$$
x^{1-\frac{1}{\alpha}}(U(x)+V(x)) \leq \frac{\pi}{\sin \left(\frac{\pi}{\alpha}\right)}
$$

$$
(5,2,14
$$

For every $x \geq 0$.
Let us now prove inequality (5.2.14). Let us first study $x^{1-1 / \alpha} V(x)$. We remark that

$$
x^{1-1 / \alpha} V(x)=x^{1-1 / \alpha} \int_{1}^{\infty} \frac{(v+1)^{\frac{1}{\alpha}}}{v(v+x)} d v=\int_{1}^{\infty} \frac{(v / x+1 / x)^{\frac{1}{\alpha}}}{v(v / x+1)} d v
$$

By considering the change of variables $t=x / v$, we obtain

$$
\begin{equation*}
x^{1-1 / \alpha} V(x)=\int_{0}^{x} \frac{(1 / t+1 / x)^{\frac{1}{\alpha}}}{1+t} d t . \tag{5.2.15}
\end{equation*}
$$

Similarly one has

$$
\begin{equation*}
x^{1-1 / \alpha} U(x)=\int_{x}^{\infty} \frac{(1 / t+1 / x)^{\frac{1}{\alpha}}-(1 / x+1 / t)^{\frac{1}{\alpha}}}{1+t} d t \tag{5.2.16}
\end{equation*}
$$

Using the dominated convergence Theorem, one proves easily that

$$
x^{1-1 / \alpha} V(x) \overrightarrow{x \rightarrow \infty} \int_{0}^{\infty} \frac{d t}{t^{\frac{1}{\alpha}}(1+t)}
$$

and

$$
x^{1-1 / \alpha} U(x) \underset{x \rightarrow \infty}{ } 0 .
$$

Let us call

$$
I(\alpha):=\int_{0}^{\infty} \frac{d t}{t^{\frac{1}{\alpha}}(1+t)}
$$

One can compute explicitly this integral.
Lemma 5.2.2 Letx $>$ 1. Then

$$
I(x)=\frac{\pi}{\sin (\pi / x)} .
$$

Proof of Lemma 5.2.2. We remind the following Definition of the Euler Beta function:

$$
B(x, y):=\int_{0}^{\infty} \frac{t^{x-1}}{(1+t)^{x+y}} d t .
$$

We the have

$$
\begin{equation*}
I(x)=B(1-1 / x, 1 / x) \tag{5.2.17}
\end{equation*}
$$

Using the link between the $B$ function and the $\Gamma$ function, we obtain

$$
B(1-1 / \mathrm{x}, 1 / \mathrm{x})=\frac{\Gamma(1-1 / \mathrm{x}) \Gamma(1 / \mathrm{x})}{\Gamma(1-1 / \mathrm{x}+1 / \mathrm{x})}=\Gamma(1-1 / \mathrm{x}) \Gamma(1 / \mathrm{x}) \cdot(5 \cdot 2.18)
$$

Using the Euler reflection formula (which can be applied here because $1 / x \in(0,1)$ ), we obtain the desired result.

We will prove that for every $x>0$ one has

$$
\begin{equation*}
x^{1-\frac{1}{\alpha}}(U(x)+V(x)) \leq I(\alpha) \tag{5.2.19}
\end{equation*}
$$

Let us remark that one can compute explicitly V in terms of linear combining of hypergeometric functions: one can use for example Mathematica to check that

$$
\begin{align*}
x^{1-1 / \alpha} V(x) & =-\alpha x^{-1 / \alpha} 2 F_{1}(-1 / \alpha,-1 / \alpha, 1-1 / \alpha,-1) \\
& +\alpha(1+1 / x)^{\frac{1}{\alpha}} 2 F 1(-1 / \alpha,,-1 / \alpha, 1-1 / \alpha,(x-1) /(x+1)) \tag{5.2.20}
\end{align*}
$$

Where 2F1is the ordinary hypergeometric function. It is the easy to prove that for every $\alpha \geq 2, x \mapsto$ $x^{1-1 / \alpha} V$ is increasing by differentiating (5.2.20) with respect to $x$. Let us consider two different cases:

1. Assume $x<1$. In this case,

$$
\begin{equation*}
x^{1-\frac{1}{\alpha}} V(x) \leq-\alpha_{2} F_{1}(-1 / \alpha, 1-1 / \alpha,-1)+\alpha 2^{1 / \alpha} \tag{5.2.21}
\end{equation*}
$$

We remark (by differentiating $x^{1-1 / \alpha} U(x)$ with respect to $\alpha$ in expression (5.2.16) that $\alpha \mapsto$ $x^{1-1 / \alpha} U(x)$ is increasing, so

$$
\begin{equation*}
x^{1-1 / \alpha} U(x) \leq \sqrt{x} \int_{0}^{1} \frac{(1+v)^{\frac{1}{2}}-(1-v)^{\frac{1}{2}}}{v(v+x)} d v \leq 1 \tag{5.2.22}
\end{equation*}
$$

(the last inequality in (5.2.22) can be checked numerically for $x \in[0,1]$ )
We also have (the function $\alpha \mapsto 2 F_{1}(-1 / \alpha,-1 / \alpha, 1-1 / \alpha,-1)$ is increasing)
$-\alpha_{2} F_{1}(-1 / \alpha,-1 / \alpha, 1-1 / \alpha,-1) \leq-\alpha_{2} F_{1}(-1 / 2,-1 / 2,1-1 / 2,-1) \leq-0.52 \alpha$.
(5.2.23)

Combining (5.2.21), (5.2.22) and (5.2.23), we deduce

$$
x^{1-1 / \alpha}(U(x)+V(x)) \leq 1+\alpha 2^{1 / \alpha}-0.52 \alpha
$$

We just have to prove that

$$
\begin{equation*}
1-0.52 \alpha+\alpha 2^{1 / \alpha} \leq \frac{\pi}{\sin (\pi / \alpha)} \tag{5.2.24}
\end{equation*}
$$

One verifies numerically that (5.2.24) it is true for $\alpha \epsilon[2,3]$, and one verifies easily by differentiating the expression with respect to $\alpha$ that $\alpha \mapsto 1-0.52 \alpha+\alpha 2^{1 / \alpha}-\frac{\pi}{\sin (\pi / \alpha)}$ is decreasing at least on $(3, \infty)$. Inequality (5.2.19) is proved at least for $x<1$.
2. Assume $x \geq 1$. We have (the equality can be easily obtained thanks to Mathematica for example)

$$
\begin{aligned}
x^{1-1 / \alpha} U(x) & \leq x^{-1 / \alpha} \int_{0}^{1} \frac{(1+v)^{\frac{1}{\alpha}-(1-v)^{\frac{1}{\alpha}}}}{v} d v \\
& =x^{-1 / \alpha}\left(H_{1 / \alpha}+{ }_{2} F_{1}(-1 / \alpha,-1 / \alpha, 1-1 / \alpha,-1)\right),
\end{aligned}
$$

Where we call $H_{1 / \alpha}$ the (generalized) harmonic number of order $1 / \alpha$. We have

$$
\begin{equation*}
H_{1 / \alpha} \leq H_{1 / \alpha} \leq 0.62 . \tag{5.2.26}
\end{equation*}
$$

Using (5.2.20), (5.2.25) and (5.2.26), we deduce

$$
\begin{equation*}
x^{1-1 / \alpha}(U(x)+V(x)) \leq x^{-1 / \alpha} A(\alpha)+B(x) \tag{5.2.27}
\end{equation*}
$$

with

$$
A(\alpha)=(0.62-\alpha)_{2} F_{1}(-1 / \alpha,-1 / \alpha, 1-1 / \alpha,-1)
$$

and

$$
B(x)=\alpha(1+1 / x)^{1 / \alpha} 2 F_{1}(-1 / \alpha,-1 / \alpha, 1-1 / \alpha,(x-1) /(x+1)) .
$$

One has $A(\alpha)<0$, moreover, one easily proves that B is increasing with respect to $x$ and tends to $\alpha_{2} F_{1}(-1 / \alpha,-1 / \alpha, 1-1 / \alpha, 1)=I(\alpha)$. Hence inequality (5.2.27) implies that inequality (5.2.19) is also proved for $x \geq 1$ and finally (5.2.14) is proved.

Inequality (5.2.2) is easier to prove. Doing as in [TT07, Page83], we have

$$
\begin{equation*}
\left|\Phi_{n}\left(-i x-\lambda_{n}\right)\right|^{2}=\prod_{k \neq n} \frac{\left|1+i x / \lambda_{k}\right|^{2}}{\left(1-\lambda_{n} / \lambda_{k}\right)^{2}}=B_{n}^{2} \prod_{k \neq n}\left|1+x^{2} / \lambda_{k}^{2}\right| \tag{5.2.28}
\end{equation*}
$$

where

$$
B_{n}:=\prod_{k \neq n}\left(1-\lambda_{n} / \lambda_{k}\right)^{-1}
$$

Let us remark that

$$
\begin{equation*}
\sum_{k \geq 1} \ln \left(1+x^{2} / \lambda_{k}^{2}=\int_{0}^{|x|^{2} / \lambda_{1}^{2}} \frac{M(t)}{1+t} d t\right. \tag{5.2.29}
\end{equation*}
$$

where

$$
M(t):=\sum_{\lambda_{k} \leq|x| / \sqrt{t}} 1
$$

One easily observe using same computations as before that

$$
\begin{gathered}
M(t) \leq|x|^{\frac{1}{\alpha}} t^{-1 /(2 \alpha)}+C . \\
\sum_{k \geq 1} \ln \left(1+x^{2} / \lambda_{k}^{2} \leq C \ln \left(1+|x|^{2} / \lambda_{k}^{2}\right)+|x|^{\frac{1}{\alpha}} \int_{0}^{\pi} \frac{1}{t^{1 /(2 \alpha)}(1+t)} d t \leq \ln \left(1+|x|^{2} / \lambda_{1}^{2}+|x|^{\frac{1}{\alpha}} I(2 \alpha) .\right.\right.
\end{gathered}
$$

We deduce by Lemma 5.2 .2 and (5.2.28) that

$$
\Phi_{n}\left(-i x-\lambda_{n}\right) \lesssim B_{n}\left(1+|x|^{2} / \lambda_{1}^{2}\right)^{C / 2} e^{\left.\pi|x|^{\frac{1}{\alpha} /(2 \sin (\pi /(2 \alpha)))}\right)}
$$

and it can be proved that $B_{n}$ is at most polynomial in $\lambda_{n}$ (the computations are the same as in [TT07, Pages $83-84]$ ) as wished. This proves inequality (5.2.2).

Now, we study the multiplier, which is very similar to the one studied in [TT07]. Let $v>0$ and $\beta>0$ be linked by the following relation:

$$
\beta v^{\alpha-1}=(4(\alpha-1))^{\alpha-1}\left(\frac{\pi+\delta}{\alpha \sin (\pi / \alpha)}\right)^{\alpha},
$$

where $\delta>0$ is a small parameter.
We call

$$
\sigma_{v}(t):=\exp \left(-\frac{v}{\left(1-t^{2}\right)}\right)
$$

Prolonged by 0 outside ( $-1 ; 1$ ). $\sigma_{v}$ is analytic on $B(0,1)$. We call

$$
H_{\beta}(z):=C_{v} \int_{-1}^{1} \sigma_{v}(t) e^{-i \beta t z} d t
$$

Where

$$
C_{v}:=1 /\left\|\sigma_{v}\right\|_{1} .
$$

Thanks to [TT07, Lemma 4.3], we have

$$
\begin{align*}
& H \beta(0)=1,  \tag{5.2.32}\\
& H \beta(i x) \gtrsim \frac{e^{\beta|x| /(2 \sqrt{v+1})}}{\sqrt{v+1}},  \tag{5.2.33}\\
& \frac{1}{2} e^{v} \leq C_{v} \leq \frac{3}{2} \sqrt{v+1} e^{v},  \tag{5.2.34}\\
& \left|H_{\beta}(x)\right| \leq e^{\beta|I m(z)|} . \tag{5.2.35}
\end{align*}
$$

The main estimate is the following:
Lemma 5.2.3. For $x \in \mathbb{R}$, we have

$$
\left.H_{\beta}(x) \lesssim \sqrt{v+1} e^{3 v / 4-\left((\pi+\delta / 2)|x|^{\frac{1}{\alpha}}\right.}\right) /(\sin (\pi / \alpha))
$$

(The implicit constant may depend on $\alpha$ )
Remark 5.2.2 Lemma 5.2.3 is false for $\alpha \epsilon(1,2)$. This explain why we were not able to extend Theorem 5.1.1 to the case where $\alpha \epsilon(1,2)$. However, we know that systems like (5.1.1) and (5.1.2) are null controllable as soon as $\alpha>1$, so one can conjecture that there is a way to extend the estimates for $\alpha \in(1,2)$.

Proof of Lemma 5.2.3. First of all, consider some $t \in[0,1)$ and $\theta \epsilon(-\pi, \pi)$. We call $\rho:=1-t$ and $z:=t+$ $\rho e^{i \theta}$. One has (see [TT07, Page 85])

$$
\operatorname{Re} \frac{1}{1-z^{2}} \geq \frac{1}{4 \rho}+\frac{1}{4} \geq \frac{1}{4 \rho 1 /(\alpha-1)}+\frac{1}{4^{\prime}}
$$

because $\rho \leq 1$ and $\alpha \geq 2$. So, doing as in [TT07], we obtain by applying the Cauchy formula for holomorphic functions

$$
\left|\sigma_{v}^{(j)}(t)\right| \leq j!e^{\frac{v}{4}} \sup _{\rho>0} \frac{e^{-\frac{1}{4 \rho^{1 /(\alpha-1)}}}}{\rho j}
$$

Computing the supremum on $\rho \in \mathbb{R}^{+*}$, we obtain

$$
\left|\sigma_{v}^{(j)}(t)\right| \leq j!e^{-\frac{v}{4}} e^{-(\alpha-1) j}\left(\frac{4(\alpha-1) j}{v}\right)^{(\alpha-1) j}, t \in[0,1)
$$

Using the fact that $\sigma_{v}$ is even, inequality (5.2.36) is true for every $t \epsilon(-1,1)$. Using inequality $j!>j^{j} e^{-j}$ in (5.2.36), we obtain

$$
\begin{equation*}
\left|\sigma_{v}^{(j)}(t)\right| \leq(j!)^{\alpha} e^{-\frac{v}{4}}\left(\frac{4(\alpha-1)}{v}\right)^{(\alpha-1) j} \tag{5.2.37}
\end{equation*}
$$

Since all derivatives of $\sigma_{v}$ vanish at $t=-1$ and $t=1$, we have

$$
\begin{equation*}
H_{\beta}(x) \leq \frac{2 C_{v}\left\|\sigma_{v}^{(j)}\right\|_{\infty}}{(\beta x)^{j}} \tag{5.2.38}
\end{equation*}
$$

For every $x>0$ and $j \in \mathbb{N}$. Combining (5.2.37), (5.2.38) and (5.2.34), we deduce that

We set

$$
\begin{equation*}
H_{\beta}(x) \leqq \sqrt{v+1}(j!)^{a} e^{\frac{3 v}{1}} \frac{(4(\alpha-1))^{(\alpha-1) j}}{(\beta x)^{j}}, j \in \mathbb{N} . \tag{5.2.39}
\end{equation*}
$$

$$
\begin{equation*}
j:=\left\lfloor(1 / \alpha)(\beta x)^{1 / \gamma}\right\rfloor \tag{5.2.40}
\end{equation*}
$$

With some constants $\alpha$ and $\gamma$ which will be chosen correctly soon. Then we have

$$
\begin{equation*}
\beta x \geq(\alpha j)^{\gamma} \tag{5.2.41}
\end{equation*}
$$

Using (5.2.41) and (5.2.39) we obtain
(5.2.42)
$H_{\beta}(x) \lesssim \sqrt{v+1}(j!)^{\alpha} e^{\frac{3 v}{4}} \frac{4(\alpha-1) j}{(\alpha j)^{\gamma j}}$.
We choose $\gamma=\alpha$ and $\alpha=\left(4(\alpha-1)^{1-1 / \alpha}\right.$. Combining (5.2.42), (5.2.40), (5.2.31) and inequality

We deduce

$$
\begin{equation*}
(j!)^{\alpha} \lesssim j^{\alpha / 2} j^{\alpha j} e^{-\alpha j}, \tag{5.2.43}
\end{equation*}
$$

$$
\left|H_{\beta}(x)\right| \lesssim \sqrt{v+1} e^{\frac{3 v}{4}} e^{-\alpha j} j^{\alpha / 2} \leq \sqrt{v+1} e^{\frac{3 v}{4}} e^{-(\pi+\delta / 2) /(\sin (\pi / \alpha))|x| \frac{1}{\alpha}}
$$

Proof of Theorem 5.1.1.
The proof follows the proof of [TT07, Theorem 3.1 and 3.4]. We still assume without loss of generality that $R=1$. Let us first consider the dispersive case (Equation (5.1.2)). We call

$$
g_{n}(z):=\Phi_{n}\left(-z-\lambda_{n} H \beta\left(z+\lambda_{n}\right) .\right.
$$

We want to apply at the end the Paley-Wiener Theorem (see estimate (5.2.35)) in an optimal way, so we want $\beta$ to be close to $T / 2$. Assume that $\beta<T / 2$ and close to $T / 2$, for example

$$
\begin{equation*}
\beta=\frac{T(1-\delta)}{2} . \tag{5.2.45}
\end{equation*}
$$

One has $g_{n}\left(-\lambda_{k}\right)=\delta_{k n}$. Moreover, thanks to (5.2.44), (5.2.1), Lemma 5.2.3, (5.2.31) and (5.2.45)
$\left|g_{n}(x)\right| \lesssim e^{\frac{3 v}{4}+\pi / \sin (\pi / \alpha)\left|x+\lambda_{n}\right|^{\frac{1}{\alpha}-(\pi+\delta / 2) / \sin (\pi / \alpha)\left|x+\lambda_{n}\right|^{\frac{1}{\alpha}}} P\left(\left|x+\lambda_{n}\right|\right)}$

$$
\begin{align*}
& \lesssim e^{\frac{3 v}{4}-\delta /(2 \sin (\pi / \alpha))\left|x+\lambda_{n}\right|^{\frac{1}{\alpha}}} P\left(\left|x+\lambda_{n}\right|\right)  \tag{5.2.47}\\
& \lesssim \frac{e^{3(\alpha-1)(\pi+\delta)^{\alpha-1)} /\left((a \sin (\pi / \alpha))^{\alpha /(\alpha-1)} \beta^{1 /(\alpha-1)}\right.}}{1+\left(x+\lambda_{n}\right)^{2}}  \tag{5.2.48}\\
& \lesssim \frac{e^{\frac{1}{2 \alpha-1} 3(\alpha-1)(\pi+\delta)^{\alpha(\alpha-1) /\left((\alpha \sin (\pi / \alpha))^{\alpha /(\alpha-1)}(T(1-\delta))^{1 /(\alpha-1)}\right)}}}{1+\left(x+\lambda_{n}\right)^{2}} \tag{5.2.49}
\end{align*}
$$

Let us fix some

$$
K>3(\alpha-1) 2^{1 /(\alpha-1)} \pi^{\alpha /(\alpha-1)} /(\alpha \sin (\pi / \alpha))^{\alpha /(\alpha-1)} .
$$

Considering $\delta$ as close as 0 as needed, we deduce that

$$
\begin{equation*}
\left|g_{n}(x)\right| \lesssim \frac{e^{\frac{K}{T^{1 /(\alpha-1)}}}}{1+\left(x+\lambda_{n}\right)^{2}} \tag{5.2.50}
\end{equation*}
$$

This notably proves that $g_{n} \epsilon L^{2}(\mathbb{R})$. Moreover, using (5.2.1), (5.2.44), (5.2.45) and (5.2.35), we obtain

$$
\left|g_{n}(z)\right| \lesssim e^{T|z| / 2}
$$

Hence, using the Paley-Wiener Theorem, $g_{n}$ is the Fourier transform of a function $f_{n} \in L^{2}(\mathbb{R})$ with compact support $[-T / 2, T / 2]$. Moreover, by construction $\left\{f_{n}\right\}$ is biorthogonal to the family $\left\{e^{\left.i \lambda_{n} t\right\}}\right.$. Then, one can create the control thanks to the family $\left\{f_{n}\right\}$. Let us consider $y^{0}=\sum a_{k} e_{k}$ the initial condition, we call

$$
\begin{equation*}
u(t):=-\sum_{k \in \mathbb{N}}\left(a_{k} / b_{k}\right) e^{-i T \lambda_{k} / 2} f_{k}(t-T / 2) \tag{5.2.51}
\end{equation*}
$$

This expression is meaningful since $b_{k} \simeq 1$, moreover the corresponding solution $y$ of (5.1.2) verifies $y(T,.) \equiv 0$. Using the Minkovski inequality, Parseval equality, (5.2.51), $b_{k} \simeq 1$ and (5.2.50), we obtain

$$
\begin{align*}
\|u(t)\|_{L^{2}(0, T)} & \lesssim e^{\frac{K}{T^{1 /(\alpha-1)}}\left(\sum\left|a_{k}\right|^{2}\left(\int_{\mathbb{R}} \frac{d x}{\left(1+\left(x+\lambda_{n}\right)^{2}\right)^{2}}\right)\right) 1 / 2} \quad \text { (5.2.52) }  \tag{5.2.52}\\
& \left.\lesssim e^{\frac{K}{T^{1 /(\alpha-1)}}(\pi / 2} \sum\left|a_{k}\right|^{2}\right)^{1 / 2}  \tag{5.2.53}\\
& \text { (5.2.53) }  \tag{5.2.54}\\
T^{\frac{K}{1 /(\alpha-1)}}\left\|y^{0}\right\| H . & (5.2 .54)
\end{align*}
$$

We now consider the parabolic case (Equation (5.1.1)). We call

$$
\begin{equation*}
h_{n}(z):=\frac{\left.\left.\Phi_{n}\left(-i z-\lambda_{n}\right) H \beta\left(z \sin (\pi / a)^{a} /(2 \alpha)\right)^{\alpha}\right)\right)}{H \beta\left(i \lambda_{n} \sin (\pi / \alpha)^{\alpha} /\left(2 \sin (\pi /(2 \alpha))^{\alpha}\right)\right)} . \tag{5.2.55}
\end{equation*}
$$

Assume that

$$
\beta<\frac{T(2 \sin (\pi / 2 \alpha))^{\alpha}}{2 \sin (\pi /(\alpha))^{\alpha}}
$$

and close to

$$
\frac{T(2 \sin (\pi / 2 \alpha))^{\alpha}}{2 \sin (\pi /(\alpha))^{\alpha}}
$$

For example

$$
\beta<\frac{(1-\delta) T(2 \sin (\pi / 2 \alpha))^{\alpha}}{2 \sin (\pi /(\alpha))^{\alpha}}
$$

One has $h_{n}\left(i \lambda_{k}\right)=\delta_{k n}$. Moreover, thanks to (5.2.55), (5.2.2), (5.2.33), Lemma 5.2.3. (5.2.31) and (5.2.56), one has

$$
\begin{align*}
\left|h_{n}(x)\right| & \lesssim(v+1) e^{\frac{3}{4} v+\pi /(2 \sin (\pi / 2 \alpha))|x|^{\frac{1}{\alpha}}-((\pi+\delta / 2) /(2 \sin (\pi / 2 \alpha)))|x| \frac{1}{\alpha}-\frac{\beta\left|\lambda_{n}\right|}{2 \sqrt{v+1}}} \bar{P}\left(|x|,\left|\lambda_{n}\right|\right)  \tag{5.2.57}\\
& \lesssim(v+1) e^{\frac{3}{4} v-\delta /\left.(2 \sin (\pi / 2 \alpha))|x|\right|^{\frac{1}{\alpha}-}-\frac{\beta \lambda_{n}}{2 \sqrt{v+1}} P\left(|x|, \lambda_{n} \mid\right)}  \tag{5.2.58}\\
& \lesssim(v+1) \frac{e^{3(\alpha-1)(\pi+\delta)^{\alpha /(\alpha-1) /\left((2 \alpha \sin (\pi / \alpha))^{\alpha /(\alpha-1)} \beta^{1 /(\alpha-1)}\right)}}}{\left(1+\left(x+\lambda_{n}\right)^{2}\right)}  \tag{5.2.59}\\
& \lesssim(v+1) \frac{e^{3(\alpha-1))^{\frac{1}{\alpha-1}(\pi+\delta)^{\alpha /(\alpha-1)} /\left((2 \alpha \sin (\pi /(2 \alpha)))^{\alpha /(\alpha-1)\left(T^{(1-\delta))^{1 /(\alpha-1))}}\right.}\right.}}\left(1+\left(x+\lambda_{n}\right)^{2}\right)}{} \tag{5.2.60}
\end{align*}
$$

Let us fix some

$$
K>3(\alpha-1) 2^{1 /(\alpha-1)} \pi^{\alpha /(\alpha-1)} /\left((2 \alpha \sin (\pi /(2 \alpha)))^{\alpha /(\alpha-1)}\right) .
$$

Considering $\delta$ as close as 0 as needed, we deduce that

$$
\begin{equation*}
\left|h_{n}(x)\right| \lesssim \frac{e^{\frac{k}{T^{1 /(\alpha-1)}}}}{\left(1+\left(x+\lambda_{n}\right)^{2}\right)^{\prime}} \tag{5.2.61}
\end{equation*}
$$

This notably implies that $h_{n}(x) \epsilon L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$ and

$$
\begin{equation*}
\left\|h_{n}\right\|_{L^{1}(\mathbb{R})} \leqslant e^{\frac{K}{T^{\frac{1}{\alpha-1}}}} \tag{5.2.62}
\end{equation*}
$$

Moreover, using (5.2.2), (5.2.55), (5.2.35) and (5.2.56)

$$
\left|h_{n}(z)\right| \lesssim e^{T|z| /, 2}
$$

So using the Paley-Wiener Theorem, $h_{n}$ is the Fourier transform of a function $w_{n} \epsilon L^{2}(\mathbb{R})$ with compact support $[-T / 2, T / 2]$. Moreover, by construction $\left\{w_{n}\right\}$ is biorthogonal to the family $\left\{e^{-\lambda_{n} t}\right\}$. Then, one can create the control thanks to the family $\left\{h_{n}\right\}$. Let us consider $y^{0}=\sum \alpha_{k} e_{k}$ the initial condition, we call

$$
\begin{equation*}
u(t):=-\sum\left(a_{k} / b_{k}\right) e^{-T \lambda_{k} / 2} w_{k}(t-T / 2) \tag{5.2.63}
\end{equation*}
$$

This expression is meaning since $b_{k} \leqslant 1$, moreover the corresponding solution $y$ of (5.1.1) verifies $y(T,.) \equiv 0$. One easily verifies that $u \in C^{0}([0, T], \mathbb{R})$. Using (5.2.63), $\left|b_{k}\right| \simeq 1$ and inequality (5.2.62), we obtain

$$
\|u(t)\|_{L} \infty(0, T) \lesssim e^{\frac{k}{T^{1 /(\alpha-1)}}} \sum\left|a_{k}\right| e^{-T \lambda_{k} / 2} .
$$

Using the Cauchy-Schwarz inequality, one deduces

$$
\|u(t)\|_{L} \infty(0, T) \lesssim e^{\frac{K}{T^{1 /(\alpha-1)}}\left\|y^{0}\right\| H . . . . ~ . ~}
$$

### 5.3 Applications

5.3.1 Linear KdV equations controlled on the boundary: the case of periodic boundary conditions with a boundary control on the derivative of the state

In this section, we consider the following controlled linearized $K d V$ equation posed on $(0, T) \times(0, L)$ (this is the first example studied in [Ros97]. Let us first introduce the following family of periodic Sobolev spaces (endowed with the usual Sobolev norm)

$$
H_{p}^{k}:=\left\{\mathcal{Y} \in H^{k}(0, L)\left|u^{(j)}(0)=u^{(j)}(L), j=0 \ldots k-1\right|\right\} .
$$

We consider the following equation :

$$
\left\{\begin{array}{cc}
y_{t}+y_{x x x}=0 & \text { in }(0, T) \times(0, L)  \tag{5.3.1}\\
y(t, 0)=y(t, L) & \text { in }(0, T) \\
\mathcal{Y}_{x}(t, 0)=y_{x}(t, L)+u(t) & \text { in }(0, L) \\
y_{x x}(t, 0)=y_{x x}(t, L) & \text { in }(0, L)
\end{array}\right.
$$

with initial condition $\mathcal{Y}^{0} \in H:=\left(H_{p}^{1}\right)^{\prime}$ and control $u \in L^{2}(0, T)$. This system was first studied in [RZ93] where the authors proved a result of exact controllability under the technical condition that the integral in space of the initial state had to be equal to the one of the final state. This case there exists a unique solution $y \in C^{0}\left([0, T],\left(H_{p}^{1}\right)^{\prime}\right)$ to (5.3.1). Moreover, it is explained in [Ros97, Remark 2.3] that this equation is exactly controllable (and then null controllable) at all time $T>0$ for every length $L>0$ (in fact the case which is treated in [Ros97] is $L=2 \pi$ but it can be easily extended to all $L$ ). We call $A$ the operator $\partial_{x x x}^{3}$ with domain $\mathcal{D}(A):=H_{p}^{2}(0, L)$. This operator is skew-adjoint, the eigenvalues are $i \lambda_{k}:=$ $8 i \pi^{3} k^{3} / L^{3}$ for $k \in \mathbb{Z}$, the corresponding eigenfunction is (normed in $\left(H_{p}^{1}\right)^{\prime}$ )

$$
e k: x \mapsto \frac{\left(1+4 \pi^{2} k^{2} / L^{2}\right)^{1 / 2} e^{\frac{i 2 \pi k x}{L}}}{\sqrt{L}}
$$

If $\mathcal{Y}^{0} \in\left(H_{p}^{1}\right)^{\prime}$ is written under the form $\mathcal{Y}^{0}(x)=\sum_{k \in \mathbb{Z}^{\alpha} k_{k} e_{k}}(x)$, then the solution $y$ of (5.3.1) can be written under the form.

$$
y(t, x)=\sum_{k \in \mathbb{Z}} \alpha_{k} e^{i \lambda_{k} t} e_{k}(x)
$$

One easily proves (using integrations by parts, see for example [Cor07, Section 2.7, page 101]) that for every $\varphi \in \mathcal{D}(A)$,

$$
b(\varphi)=-\left(\Delta^{-1} \varphi\right)^{\prime}(0)
$$

so that

$$
b=\delta_{L}^{\prime} \circ \Delta^{-1},
$$

where $\Delta^{-1}:=-\left(-\Delta^{-1}\right)$ is the inverse of the Dirichlet-Laplace operator. We have

$$
\left|b_{k}\right|=\left|e_{k}^{\prime}(L)\right| / k^{2} \simeq 1
$$

One can apply directly theorem 5.1.2 and Theorem 5.1.3 with $k=3$ and $R=\frac{8 \pi^{3}}{L^{3}}$ to obtain :
Theorem 5.31. Equation (5.3.1) is null controllable and the cost of fast controls $C_{T}$ verifies

$$
C_{T} \lesssim e^{\frac{K}{\sqrt{T}}}
$$

For every $K>\frac{8}{3^{5 / 4}} L^{3 / 2}$. Moreover, the power of $1 / \mathrm{T}$ involved in the exponential is optimal.
5.3.2 Linear KdV equations controlled on the boundary: the case of Dirichlet boundary conditions with a boundary control on the derivative of the state

In this section, we consider the following controlled linearized KdV equation posed on $(0, \mathrm{~T}) \times(0, \mathrm{~L})$ :

$$
\left\{\begin{array}{cc}
y_{t}+y_{x}+y_{x x x}=0 & \text { in }(0, T) \times(0, L)  \tag{5.3.2}\\
y(t, 0)=0 & \text { in }(0, T) \\
y(t, L)=0 & \text { in }(0, T) \\
y_{x}(t, L)=u(t)+y_{x}(t, 0) & \text { in }(0, L)
\end{array}\right.
$$

With initial condition $\mathcal{Y}^{0} \in L^{2}(0, L)$ and control $h \in L^{2}(0, T)$.
However, the problem is that the steady-state operator associated to (5.3.3) with the given boundary condition is neither self-adjoint nor skew-adjoint, so we cannot apply directly the results presented before. That is why we have to change a little bit the system (5.3.2) studied in [CC09].

To be able ro apply theorem 5.1 . 1 or Theorem 5.1 .2 , we have to study the sequence of eigenvalues $\left(\lambda_{n}\right)_{n \geq 1}$. One has the following result:

Lemma 5.3.1. $\left(\lambda_{n}\right)_{n \in \mathbb{Z}}$ is regular and one has

$$
\begin{equation*}
\lambda_{n}=\frac{8 \pi^{3} n^{3}}{L^{3}}+O\left(n^{2}\right) \tag{5.3.4}
\end{equation*}
$$

as $n \rightarrow \pm \infty$.
Proof of Lemma 5.3.1. This is an immediate consequence of [CC09, Proposition 1], which gives exactly (5.3.4) and proves that each eigenspace is of dimension 1 , which implies the regularity of $\left(\lambda_{n}\right)_{n \in \mathbb{Z}}$ because of the asymptotic behavior given by (5.3.4).

From now on, we call $e_{k}$ one of the unitary eigenvector (for the $H^{-1}$-norm) corresponding to the eigenvalue $i \lambda_{k}$. We fix an initial condition $\mathcal{Y}^{0}:=\sum_{k \in \mathbb{Z}} \alpha_{k} e_{k} \in H^{-1}(0, L)$. As in the previous Subsection, we have for every $\varphi \in \mathcal{D}(A)$,

$$
b(\varphi)=-\left(\Delta^{-1} \varphi\right)^{\prime}(0)
$$

So that

$$
b=\delta_{L}^{\prime o} \Delta^{-1},
$$

and

$$
\left|b_{k}\right|=\left|e_{k}^{\prime}(L)\right| / k^{2} .
$$

To apply Theorem 5.1.1, we just need to ensure that

Lemma 5.3.2.

$$
b_{k} \simeq 1
$$

Proof of Lemma 5.3.2. $b_{k} \neq 0$ is a consequence of [Ros97, Lemma 3.5] (because $L \notin \mathcal{N}$ ) and [CC09, Lemma 3.1] gives immediately that $\left|e_{k}^{\prime}(0)\right|$ is equivalent as $k \rightarrow \infty$ to $2 \pi \sqrt{3} k^{2} / L^{3 / 2}$ (because in Lemma 3.1 of [CC09] the eigenvectors are normalized in the $L^{2}$-norm and here in the $H^{-1}$-norm so the behavior of their norm as $k \rightarrow \infty$ has to be multiplied by $k$ ), so we finally have $b_{k} \simeq 1$.

Applying Theorem 5.1.2, we obtain directly the following Theorem:
Theorem 5.3.2. Let $L \notin \mathcal{N}$. Then equation (5.3.2) is null controllable and the cost of fast controls $C_{T}$ verifies.

$$
V_{T} \leq 2^{\frac{K}{\sqrt{T}}}
$$

for every $K>\frac{8}{3^{5 / 4}} L^{3 / 2}$. Morever, the power of $1 / T$ involved in the exponential is optimal.
Remark 5.3.1. Using [GG09, Remark 1.3] one can also add a term of diffusion $-\mathcal{Y}_{x x}$ in equation (5.3.2) and obtain the same upper bound as in Theorem 5.3.2.
5.3.3 Anomalous diffusion equation in one dimension

Let us first consider the $1-D$ Laplace operator $\Delta$ in the domain $D(\Delta):=H_{0}^{1}(0, L)$ with state space $H$ : $=H^{-1}(0, L)$. It is well-known that $-\Delta: D(\Delta) \rightarrow \mathrm{H}^{-1}(0, L)$ is a definite positive operator with compact resolvent, the $k-t h$ eigenvalue is

$$
\lambda_{k}=\frac{k \pi}{L},
$$

One of the corresponding normed ( on H ) is

$$
e_{k}(x):=\frac{\sqrt{2}(1+k \pi / L) \sin (k \pi x / L)}{\sqrt{L}} .
$$

Thanks to the continuous functional calculus for positive self-adjoint operators, one can define any positive power of $-\Delta$. Let us consider here some $\gamma>1 / 2$ and let us call $\Delta^{\gamma}:=-(-\Delta)^{\gamma}$. The domain of $\Delta^{\gamma}$, that we denote $H_{\gamma}$, is the completion of $C_{0}^{\infty}(0, L)$ for the norm.

$$
\|\psi\|_{\gamma}:=\left(\sum_{k \in \mathbb{N}^{*}}\left(1+\lambda_{k}^{\gamma}\right)\left|<e_{k} ; \psi>H\right|^{2}\right)^{1 / 2}
$$

We now consider the following equation on $(0, T) \times(0, L)$ :

$$
\left\{\begin{array}{cc}
\mathcal{Y}_{t}=\Delta^{\gamma} \mathcal{Y} & \text { in }(0, T) \times(0, L)  \tag{5.3.5}\\
y_{(0, .)}\left(0, y^{0}\right. & \text { in }(0, L)
\end{array}\right.
$$

This kind of equation can modelize anomaly fast or slow diffusion (see for example [MK04]).
We now consider the following controlled equation on $(0, T) \times(0, L)$, that we write under the abstract form

$$
\left\{\begin{array}{cc}
y_{t}=\Delta^{\gamma} \mathcal{Y}+b u & \text { in }(0, T) \times(0, L),  \tag{5.3.6}\\
y(0, .)=y^{0} & \text { in }(0, L),
\end{array}\right.
$$

where for every $\varphi \in \mathcal{D}(A)$,

$$
b(\varphi)=-\left(\Delta^{-1} \varphi\right)^{\prime}(0),
$$

i.e.

$$
b:=\delta_{0}^{\prime} o \Delta^{-1} \in D\left((-\Delta)^{\gamma}\right)^{\prime}
$$

and $u \in L^{2}(0, T)$. If $\gamma \in \mathbb{N}^{*}$, one can observe, using integrations by parts, that $b$ corresponds to a boundary control on the left side on the $\gamma-1-t h$ derivative of $\mathcal{Y}$, so that $b$ van be considered as a natural extension of the boundary controls in the case of non-entire $\gamma$ (this kind of controls has already been introduced in [Mil06c, Section 3.3] to give results about the control of fractional diffusion equations with $\gamma \leq 1 / 2$ ).

We see that

$$
b_{k}=\left|e_{k}^{\prime}(L)\right| / k^{2} \simeq 1 .
$$

If $\mathcal{Y}^{0} \in H$, then there exists a unique solution of (5.3.6) in the space $C^{0}([0, T], H)$ (because $b$ is admissible for the semigroup). To our knowledge, the controllability of anomalous diffusion equations with such a control operator and $\gamma \geq 1$ has never been studied before.

Applying directly Theorem 5.1.1 and Theorem 5.1.3, we obtain:
Theorem 5.3.3. Assume $\gamma \geq 1$. Then Equation (5.3.6) is null controllable with continuous controls. Moreover, the cost of the control in $L^{\infty}$ norm, still denoted $C_{T}$ here, is such that
$C_{T} \lesssim e^{\frac{K}{T^{1 /(2 \gamma-1)}}}$ for every $K>3(\alpha-1) 2^{1 /(2 \gamma-1)} L^{2 \gamma /(2 \gamma-1)} /\left((4 \gamma \sin (\pi /(4 \gamma)))^{2 \gamma /(2 \gamma-1)}\right)$.
Moreover, the power of $1 / \mathrm{T}$ involved in the exponential is optimal.

## Conclusion

In short, in this work we are interested in the cost of border control in small time of a certain number of equations for the associated space operator is self-adjoint or anti-autoadjoint with compact resolving and having eigenvalues behaving polynomially using the method of moment. Results are derived for linearized Kortewez-of-Varies, fractional diffusion, and fractional Schrodinger equations. In addition, we give some extensions to our investigation.

## Bibliography

[1] A. Ashyralyev, I. Karatay, P.E. Sobolevskii, On well-posedness of the nonlocal boundary value problem for parabolic difference equations. Hindawi publishing corporation. Discret dynamics in nature and society, No. 2 (2004) 273-286.
[2] S.A. Antabaev, on the quasi-inversion method for second-order evolution equations, vestn. Minist. Nauki Vyssh. Obraz. Nats. Akad. Nauk Resp. Kaz.; (1999), No. 1, 30-36, (Russian).
[3] S.A. Antabaev, On the convergence of a difference analogue of the quasi-inversion method for evolution equations, Izv. Minist. Obraz. Nauki Nats. Akad. Nauk Resp. kaz. Ser. Fiz.-Mat., (2000), No. 1, 3-13, (Russian).
[4] F. Ben Belgacem, why is the Cauchy problem severly ill-posed? Inverse problems 23 823-36, 2007.
[5] A. Benrabah, F. Rebbani and N. Boussetila, A study of the multitime evolution equation with time nonlocal conditions, Balkan Journal of Geometry and its applications, Vol. 16, No.2, 2011, pp. 13-24.
[6] V. M. Borok, L.V. Fardigola, Nonlocal well-posed boundary problems in a layer, Translated from Ukrainskii mathematicheskii zhurnal, vol. 48, No. 1, pp. 20-25, (1990).
[7] N. Boussetila, F. Rebbani, The modified quasi-reversibility method for a class of ill-posed Cauchy problems, G.M.Journal, 2006.
[8] G.W. Clark, S.F. Oppenheimer, Quasireversibility methods for non-well posed problems, Elect. J. Diff. Eqns., 8 (1994), 1-9.
[9] A. Constantinescu, D. Ivaldi, and C. Stolz, Identification of thermic charge transitory by optimal control, 2004.
[10] C. Cosner, W. Rundell, Extension of solution to second-order partial differential equations by the method of quasireversibility, Houston J. Math., 10 (1984), No. 3, 357-370.
[11] W. Craig and S. Weinstein, On determinism and well-posedness in multiple time dimensions, proc. $R$. Soc. A, 2009, 465, 3023-3046.
[12] Yü.L. Daletskii, N.D. Tsvintarnaya, Diffusion random functions of multidimensional time, Ukrain. Mat. Zh., 34 (1982), No. 1, 20-24, (Russian).
[13] B. Delattre, D. Ivaldi, and C. Stolz, application of optimal control to identification the thermic change, pages 393-404 of :REEF, Giens's 01, 2001.
[14] R. deLaubenfels, polynomials of Generators of Integrated Semigroups, Proc. Amer. Math. Soc. 99, 105108, 1987.
[15] R. deLaubenfels, entire solutions of the abstract Cauchy problems, Semigroup Forum 42, 83-105, 1991.
[16] A.A. Dezin, General questions in theory of boundary value problems, Moscow. Nauka, English trans, Springer Verlag, (1980).
[17] D.N. Hào, T.D. van and R. Gorenflo, Toward the Cauchy problems for the Laplace Equations, vol 27 (Warsaw: polish Academy of Sciences) pp 111-28, 1992.
[18] D.N. Hào, V.D. Nguyen and D. Lesnic, A non-local boundary value problem method for the Cauchy problem for elliptic equations, Inverse problems 25 (2009) 055022 (27 pp).
[19] N. Dunford and J. Schwartz, Linear Operators, Part I. John wiley and Sons, Inc., New York, 1957.
[20] Engl, H. W. Discrepency principles for Tikhonov regularization of ill-posed problems leading to optimal convergence rates, J. Optim. Th. And Appl., 52, 209-215 (1987).
[21] Engl, H. W., Andressen, R. S. The role of linear functional in improving convergence rates for parameter identification via Tikhonov regularization, In M. Yamaguti, et al. (eds.), Inverse problem in engineering Sciences. Springer-Verlag (1991). (ICM 90 Satellite Conference Proceedings).
[22] Engl, H. W., Groetsch, C. W. (eds.) Inverse and ill-posed problems, Academic press (1987).
[23] Engl, H. W., Neubauer, A. Optimal parameter choice for ordinary and iterated Tikhonov regularization, In l H. W. Eng, C. W. Groetsch (eds.) Inverse and ill-posed problems. Academic press (1987).
[24] L.V. Fardigola, A Stabilizability Criterion for Differential Equations with contant Coefficients in the Entire Space, Differential Equations, Vol. 36, No. 12, 2000, 1863-1871. Translated from Differential'nye Uravneniya, Vol. 36, No. 12, 2000, 1699-1706.
[25] J. Hadamard. Lecture note on Cauchy's problem in linear partial differential equations, Yale Uni Press, New Haven, 1923.
[26] E.M. Hernandez, A remark on second order differential equations with nonlocal conditions, Cadernos de Matematica 04 (2003), Artigo numero SMA 177,299-309.
[27] E. Hille and R. Phillips, Functional Analysis and Semi-groups, AMS Colloquium Publications Vol. 31,AMS, Providence, 1957.
[28] P. Hillion, the Goursat problem for Maxwell's equations. Math. Phys, 31 (1990), 3085-3088.
[29] Y. Huang, Q. Zheng, Regularization for ill-posed Cauchy problems, associated with generators of analytic semi groups, J. Differential Equations, Vol. 203 (2004), No. 1, 38-54.
[30] Y. Huang, Q. Zheng, Regularization for a class of a ill-posed Cauchy Problems, Proc. Amer. Math. Soc., 133(2005), 3005-3012.
[31] C.H. Huang and Y.L. Tsai, A transient 3-D inverse problem in imaging the time-dependent Local beat transfer coefficients for plate fin, Applied Thermal Engineering, 25, 2478-2495, 2005.
[32] C. H. Huang and H.C. Lo, A three-dimensional inverse problem in predicting the beat fluxes distribution in the cutting tools, Numerical Heat Transfer, part A, 48, 1009-1034, 2005.
[33] M. Iannelli, Mathematical theory of age-structured population dynamics, Giardini Editorie Stampatori, Pisa, 1995.
[34] V.S. II'Kiv, B.I. Ptashnyk, Problem of partial differential equations with nonlocal conditions, Metric approach to the problem of small denominators, Ukrainian Mathematical Journal, Vol. 58, No. 12, (2006).
[35] V.S. II'kiv, B.I. Ptashnyk, An ill-posed nonlocal two-point problem for systems of partial differential equations, Siberian Mathematical Journal, Vol. 46, No. 1, 94-102,2005.
[36] A.M. Il'in, R.W. Khas' miniskii, On equations of Bownian motion, Theory Probab. Appl.9 (3) (1964) 421- 444.

