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Abstract:  PPE stands for Personal Protective Equipment, which refers to protective gear or equipment designed to protect individuals from 

potential hazards or injuries in the workplace. PPE includes items such as helmets, gloves, safety glasses, vest. The use of PPE is essential in many 

industries, such as construction, manufacturing, and healthcare, to ensure the safety and well-being of workers. PPE must meet specific safety 

standards and be appropriate for the type of work being performed to provide effective protection against potential hazards. Deep learning 

techniques have enabled the automation of PPE detection, making the process more accurate and efficient. This paper proposes an extension to an 

existing PPE detection system using YOLOv5 that detects whether a person is wearing a helmet or not. The proposed system employs YOLOv8 

and achieves an accuracy of 94.5% for detecting helmets, an improvement over the existing system's 92.2% accuracy. Additionally, the proposed 

system provides several new features, including the detection of vests, gloves, goggles, masks, and shoes. These new features enhance the system's 

safety capabilities by identifying workers who may be at risk due to a lack of appropriate PPE. The proposed system's performance demonstrates 

the potential of deep learning techniques in improving workplace safety, reducing workplace accidents, and promoting safer working environments. 
 

Index Terms -PPE, safety and protection, computer vision, yolo model, deep learning. 

I. INTRODUCTION 

Industrial environments are typically workplaces where heavy machinery, equipment, and tools are used to manufacture products or 

provide services. These environments can be found in various industries such as manufacturing, construction, mining, and 

transportation. The industrial environment is often characterized by the presence of loud noise, dust, heat, hazardous chemicals, and 

heavy equipment. These factors can pose a risk to the health and safety of workers if not managed properly. 

There are several hazards that are commonly found in industrial environments. The following are some of the most significant risks: 

Falls - Falls are a leading cause of injury in industrial environments, often caused by working at heights or on uneven surfaces. 

Falls can result in broken bones, head injuries, and even fatalities. 

Electrocution - Electrical hazards are present in most industrial environments, and electrocution can occur when workers come 

into contact with live wires or faulty equipment. Electrocution can cause burns, cardiac arrest, and death. 

Burns - Burns can occur from exposure to hot surfaces, chemicals, or flames. Burns can result in permanent scarring and disability. 

Exposure to harmful substances - Workers in industrial environments can be exposed to a wide range of hazardous substances, 

including toxic chemicals, gases, and fumes. Exposure to these substances can cause respiratory problems, cancers, and other illnesses. 

Equipment-related accidents - Industrial environments are often characterized by the use of heavy machinery and equipment. 

Equipment-related accidents can result in crushing injuries, amputations, and fatalities. 

Industrial safety is necessary in the current scenario because it ensures the health, safety, and welfare of workers and visitors in 

industrial workplaces, which can help prevent accidents, injuries, and illnesses. With the advancement of technology and the 

increasing complexity of industrial processes, the potential for accidents and hazards has also increased. Industrial workplaces are 

often characterized by the presence of heavy machinery, hazardous materials, and other potential hazards, which can cause serious 

harm to workers and visitors if not managed properly. 

Moreover, ensuring industrial safety is not only important for the well-being of workers and visitors, but it also benefits the 

organization itself. Accidents and injuries can result in lost productivity, increased insurance costs, and legal liabilities. On the other 

hand, a safe work environment can increase productivity, reduce absenteeism, and improve the morale and motivation of workers. 

 

Additionally, in the current scenario, the COVID-19 pandemic has added a new dimension to industrial safety, with employers 

needing to implement measures to prevent the spread of infectious diseases in the workplace. This includes measures such as social 

distancing, use of personal protective equipment, regular cleaning and disinfecting, and other safety measures. 

In the present scenario, there are several safety measures that can be taken in order to ensure industrial safety. Here are some of 

them.Conduct a risk assessment: Before starting any industrial process, it is important to assess the potential risks involved in the 

process. This will help in identifying the hazards and taking measures to prevent accidents.Provide adequate training: Employees 

should be provided with adequate training on safety measures and precautions to be taken in the workplace. This will help them to 

handle the equipment and machinery safely.Use Personal Protective Equipment (PPE): Employees should wear appropriate PPE such 

as helmets, gloves, goggles, etc. depending on the type of work they are doing. 

http://www.ijcrt.org/


www.ijcrt.org                                                          © 2023 IJCRT | Volume 11, Issue 6 June 2023 | ISSN: 2320-2882 

IJCRT2306872 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org h389 
 

 

 
  Fig 1 Personal Protective Equipment 

Ensure equipment maintenance: All equipment should be maintained and inspected regularly to ensure that they are functioning 

properly. Faulty equipment can lead to accidents and injuries. 

Implement safety procedures: Safety procedures should be implemented and communicated to all employees. These procedures 

should be followed strictly to avoid accidents. Provide emergency preparedness training: Employees should be trained to respond to 

emergencies such as fire, spills, and other incidents. This will help them to act quickly and efficiently in such situations. Encourage 

reporting of hazards: Employees should be encouraged to report any hazards or unsafe conditions that they observe in the workplace. 

This will help in identifying potential hazards and taking measures to prevent accidents. 

YOLOv8 is a powerful computer vision algorithm that can be used for object detection, including Personal Protective Equipment 

(PPE) in industrial settings. In industrial safety, YOLOv8 can be used to improve worker safety by detecting instances of non-

compliance with PPE requirements. 

The first step in using YOLOv8 for PPE detection is to create a dataset of images or videos of workers in industrial settings. The 

dataset should include examples of workers wearing different types of PPE, as well as examples of workers not wearing PPE. Once 

the dataset is created, the algorithm can be trained to recognize and differentiate between different types of PPE. 

Once the algorithm is trained, it can be used in real-time to detect PPE non-compliance. Cameras placed in industrial settings can 

capture images or videos of workers, which are then analyzed by the algorithm to determine whether workers are wearing the 

appropriate PPE. When non-compliance is detected, the algorithm can alert safety personnel or supervisors, who can take corrective 

action. 

II. LITERATURE REVIEW 

"Deep learning-based safety helmet detection in engineering management based on convolutional neural networks": The paper 

proposes a deep learning-based approach for detecting safety helmets worn by workers in construction sites. A convolutional neural 

network model is trained on a large dataset of annotated images to detect the presence or absence of safety helmets. The proposed 

method achieves high accuracy and performance in real-time helmet detection, with potential applications in engineering 

management and workplace safety. 

 

"Detecting safety helmet wearing on construction sites with bounding-box regression and deep transfer learning": This paper 

introduces a method for detecting safety helmet wearing in construction sites using bounding-box regression and deep transfer 

learning. The approach involves locating helmets on workers' heads through video monitoring and training a model using limited 

data. The method achieves high accuracy in detecting safety helmet wearing and offers potential benefits in improving safety and 

compliance on construction sites. 

 

"An analysis on safety risk judgment patterns towards computer vision-based construction safety management": This study analyzes 

the perceptions and judgments of safety risks among construction workers and their attitudes towards computer vision-based safety 

management systems. The research identifies workers' preferences for physical factors over behavioral factors in safety risk 

judgments and highlights the importance of considering these patterns in developing computer vision-based safety systems. 

 

"Safety helmet wearing detection method of improved YOLOv3": The paper proposes an improved method for detecting safety 

helmet wearing using the YOLOv3 object detection model. The approach involves retraining the pre-trained model on a custom 

dataset of helmet images and addressing class imbalance through oversampling and weighted loss. The method shows promise for 

safety helmet detection in practical scenarios. 

 

"YOLOv4: Optimal speed and accuracy of object detection": This paper introduces YOLOv4, a state-of-the-art object detection 

model that achieves high accuracy and real-time processing speeds. The authors propose modifications to the YOLOv3 architecture 

and training techniques, resulting in improved performance on benchmark datasets. The paper provides detailed analysis and 

comparisons with other models, offering insights into the capabilities of YOLOv4 for object detection tasks. 

III. PROPOSED METHODOLOGY 

 

YOLOv8 (You Only Look Once version 8) is a deep learning model for object detection that uses a single 

neural network to perform both object localization and classification. YOLOv8 uses a variant of the YOLO architecture 

called "Scaled-YOLOv8," which is designed to be more efficient and accurate than previous versions. 

In YOLOv8, the input image is divided into a grid of cells, and each cell is responsible for detecting objects 

within its boundaries. For each object detected, the model outputs the bounding box coordinates (i.e., the top-left and 

bottom-right corners of the box) and the class probabilities (i.e., the probability that the object belongs to each class in 

the dataset). 
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Fig 1: Schematic diagram of image division 

The detection process in YOLOv8 is performed in multiple stages. First, the input image is processed by a 

series of convolutional layers that extract features from the image. These features are then used to generate a set of 

candidates bounding boxes at various locations and scales within the image. Next, the model applies a non-maximum 

suppression (NMS) algorithm to remove redundant boxes and keep only the most confident detections.Finally, the 

model performs class prediction by assigning a probability to each detected box for each class in the dataset. The class 

with the highest probability is assigned to the box as the predicted class label.Overall, YOLOv8's approach to object 

detection is efficient and accurate, making it suitable for a wide range of applications, including PPE detection in 

industrial environments. 

Comparison of Models : 

The following table gives the algorithm used, accuracy, classes and FPS. Starting with algorithm used by 

existing system is YOLOV5, accuracy for detecting the helmet is 92.2%,FPS is around 65FPS. While the proposed 

system includes the algorithm YOLOV8, accuracy for detecting the helmet is 93.3% and there extra classes we are 

detecting here like helmet, vest, gloves, googles, shoes and mask and the FPS for detecting the frames in video is 160 

frames per second. 

 

Model Algorithm Accuracy Classes FPS 

Existing 

System 

YOLOV5 92.2% HELMET 65-

80 

Proposed 

System 

YOLOV8 94.5% HELMET, VEST, GLOVE, 

GOOGLES, SHOES, MASK 

160 

 

Table 1: Comparison of Existing and Proposed system 

The modules involved in our proposed system are Data collection, Data pre-processing, Training the model, Validating 

the model and testing the model. 

DATA COLLECTION: 

Data collection is a crucial step in PPE detection. There are two main ways to collect data for PPE detection: 

Manual Data Collection: This involves manually collecting images or videos of people wearing PPE. This can be time-

consuming and may not result in a large enough dataset for effective training. 

Data Collection using Roboflow: Roboflow is an online platform that automates the process of collecting and labelling 

data for machine learning tasks. It can be used to collect and label images or videos of people wearing PPE. Roboflow 

allows you to upload your own images or videos, or use publicly available datasets. Once the data is uploaded, Roboflow 

can automatically label objects in the images or videos, making it faster and more efficient to collect and label large 

amounts of data. 

DATA PRE-PROCESSING: 

Data pre-processing is an important step in PPE detection to ensure that the data is properly prepared for training. The 

following are some common data pre-processing steps in PPE detection: 

Image resizing and cropping: The images may need to be resized and cropped to a specific size to ensure they are 

compatible with the training algorithm. The images may also need to be cropped to focus on the area of the image where 

the PPE is located. 

Image augmentation: Image augmentation techniques can be used to increase the size of the dataset by generating new 

images from the existing images. Augmentation techniques can include flipping, rotating, zooming, and changing the 

brightness and contrast of the image. 

Object labelling: The images need to be labelled to identify the location and type of PPE. This can be done manually or 

using a tool like Roboflow to automatically label the objects in the images. 

Data normalization: The pixel values of the images may need to be normalized to ensure that they fall within a certain 

range. This can help improve the performance of the training algorithm. 

Data splitting: The dataset can be split into training, validation, and testing sets. The training set is used to train the model, 

the validation set is used to tune the model's hyperparameters, and the testing set is used to evaluate the model's 

performance on new data. 
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Training a PPE detection model using YOLOv8 involves the following steps : 

Install YOLOv8: The first step is to install the YOLOv8 framework on your computer. You can install it using pip using 

the following command. 

pip install -q ultralytics 

Prepare the dataset: Before training the model, you need to prepare the dataset by resizing and augmenting the images, 

labeling the objects in the images, and splitting the dataset into training, validation, and testing sets in the previous step, 

Data pre-processing. We need to run the following command after successfully Pre-processing. 

Create a configuration file: You need to create a configuration file that specifies the model architecture, training 

hyperparameters, and the paths to the training, validation, and testing sets. 

Train the model: Once the configuration file is set up, you can start training the model using the YOLOv8 framework. 

The training process involves feeding batches of images through the model and adjusting the model's parameters to 

minimize the loss function. 

Validating the Model: 

Validation is an important step in the PPE detection pipeline using YOLOv8. It helps you to ensure that the model is 

accurate and reliable in detecting PPE in new, unseen images. Here are the steps to validate the model in PPE detection 

using YOLOv8: 

 Prepare the validation dataset: Prepare a separate validation dataset that consists of a subset of images from the 

original dataset. These images should not have been used for training the model. 

 Run validation script: YOLOv8 comes with a validation script that can be used to evaluate the model's 

performance on the validation dataset. Run the following command to evaluate the model on the validation 

set: 

python detect.py --weights <path to trained weights> --img <image size> --conf 

<confidence threshold> --source <path to validation dataset>. 

This will output the precision, recall, and mAP (mean average precision) of the model on the validation 

dataset. 

 Analyze the results: Analyze the output of the validation script to determine the model's performance on the 

validation set. Look at the precision, recall, and mAP scores to see how well the model is detecting PPE. 

 Fine-tune the model: If the model's performance on the validation set is not satisfactory, you can fine-tune the 

model by adjusting the hyperparameters or by training it on a larger dataset. 

 Repeat the validation: After fine-tuning the model, repeat the validation step to evaluate the model's performance 

again. Repeat this process until the model performs well on the validation set. 

Testing the model: 

Testing the PPE detection model using a Graphical User Interface (GUI) can make it easier to interact with the model and 

visualize its results. Here are the steps to test the model using a GUI: 

 Choose a GUI tool: There are several GUI tools available for testing YOLOv8 models, such as LabelImg, 

 Load the trained model: Load the trained YOLOv8 model into the GUI tool. Make sure to specify the correct 

path to the model's weights and configuration files. 

 Select an image or video: Select an image or video that you want to test the model on. You can either select an 

image from your computer or capture a video from your webcam. 

 Run the model: Run the model on the selected image or video using the GUI tool. The model will detect PPE 

in the image or video and highlight them with bounding boxes 

 Analyze the results: Analyze the output of the model to see how well it is detecting PPE. Look at the number of 

false positives and false negatives to determine the accuracy of the model. 

 Fine-tune the model: If the model's performance is not satisfactory, you can fine-tune the model by adjusting the 

hyperparameters or by training it on a larger dataset. 

 Repeat the testing: After fine-tuning the model, repeat the testing step to evaluate the model's performance again. 

Repeat this process until the model performs well on the test data. 

Streamlit is an open-source Python library used for building and deploying data-driven web applications. It simplifies the 

process of creating interactive and user-friendly interfaces for data analysis, machine learning, and visualization. Streamlit allows 

developers and data scientists to focus on the core functionality of their applications without worrying about the underlying web 

development aspects. Streamlit is widely used by data scientists, machine learning engineers, and developers to create interactive 

dashboards, data exploration tools, and machine learning prototypes. Its simplicity, rapid development workflow, and intuitive 

interface make it a popular choice for building data-driven applications. 

 

The actual implementation of the system goes as follows.First the dataset if collected from roboflow platform which is preprocessed 

and read to train dataset.It is the loaded into google colab platform and by using ultralytics library we import yolo and yolo pretrained 

model.We train on the custom dataset with different category images.Then a model is saved and linked with the streamlit interface 

which looks like in the Fig 2. 
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Fig 2. Streamlit webpage 

 

IV. CONCLUSION 
In conclusion, the use of YOLOv8-based smart PPE detection technology has the potential to significantly enhance safety in 

industrial environments. By utilizing deep learning algorithms, YOLOv8-based systems can detect the use of personal protective 

equipment (PPE) by workers in real-time, ensuring that all workers are properly equipped to handle potential hazards. 

The implementation of smart PPE detection technology using YOLOv8 can improve workplace safety by providing immediate 

alerts and warnings to workers and supervisors when PPE is not being used correctly. This can help reduce the risk of accidents and 

injuries, while also improving overall safety and productivity in industrial settings. 

Furthermore, the use of YOLOv8-based systems can also help companies comply with safety regulations and reduce liability 

risks. The data collected by these systems can be used to identify patterns and trends in safety incidents, leading to targeted 

improvements in safety protocols and procedures. 
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