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Abstract: Inherited retinal diseases cause several visual deficits in children. They often cause blindness in childhood. Machine learning is one of the most widely used concepts around the world. It will be essential in the healthcare sector as it is helpful for doctors to fasten the diagnosis. The objective of this paper is to build a Machine learning model for detection of genetic eye diseases. Based on the data obtained from pupillometer, the model predicts the presence of an eye disease. The proposed work deals with neural networks, a machine learning concept. We are implementing two algorithms-SVM (an existing model) and the other is a new way using ELM (Extreme Learning Machine) algorithm. We analyse and predict the result whether the patient has a retinal disease or no disease using this algorithm. ELM algorithm gives more accuracy for the prediction. This prediction will make the detection of disease faster. This model can be helpful to the medical practitioners at their clinic as a decision support system.
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I. INTRODUCTION

Inherited retinal diseases (IRDs) refer to a group of genetic disorders that affect the retina, leading to vision impairment and potentially causing blindness, particularly in infants. Early detection and accurate diagnosis of IRDs are crucial for timely intervention and management of these conditions. Machine learning techniques have shown promise in various medical applications, including the field of ophthalmology, and offer a potential solution for the automated detection of IRDs in infants.

This research paper aims to develop a machine learning-based approach for the detection of IRDs in infants using Support Vector Machines (SVM) and Extreme Learning Machines (ELM). SVM and ELM are popular algorithms for classification tasks and have been successfully applied in various medical image analysis tasks. By leveraging these algorithms, we aim to analyze retinal images and accurately classify them into different IRD categories.

The proposed methodology involves several stages, starting with the collection of a comprehensive dataset consisting of retinal images from infants diagnosed with different IRDs. Preprocessing techniques will be applied to enhance the quality of the images and extract relevant features. The extracted features will then be used as inputs to train and optimize the SVM and ELM models. The models will undergo rigorous evaluation using cross-validation and performance metrics such as accuracy, sensitivity, specificity, and area under the receiver operating characteristic curve (AUC-ROC). The outcomes of this research project are expected to contribute to the early detection and diagnosis of IRDs in infants, enabling timely intervention and personalized treatment plans. The use of machine learning algorithms like SVM and ELM can potentially provide a reliable and efficient tool for ophthalmologists and healthcare professionals to screen infants for IRDs, facilitating prompt referral for specialized care. Furthermore, this study may pave the way for the development of automated systems that can aid in large-scale screening programs, reducing the burden on healthcare resources and improving the overall management of IRDs.
II. LITERATURE REVIEW

"Pupil response derived from outer and inner retinal photoreception are normal in patients with hereditary optic neuropathy": The study compared pupil responses in patients with hereditary optic neuropathy (HON) and healthy controls. The results showed that the pupil responses derived from outer and inner retinal photoreception were not quantitatively different between HON patients and controls, indicating that mild-to-moderate visual dysfunction does not affect these responses. However, a correlation was found between visual field loss and the intensity of cone response, suggesting impaired pupil light reflexes in advanced stages of the disease.

"Toward a clinical protocol for assessing rod, cone, and melanopsin contributions to the human pupil response": This paper aimed to establish a clinical protocol for evaluating the contributions of different photoreceptors to the pupillary light reflex (PLR). By conducting experiments with specific stimuli and conditions, the researchers determined optimal durations and intensity levels for assessing the health of rod, cone, and melanopsin pathways. The developed protocol was tested on both healthy individuals and patients with retinal diseases, providing valuable insights into evaluating PLR in clinical settings.

"Learning-based approach to segment pigment signs in fundus images for Retinitis Pigmentosa analysis": This study focused on automating the segmentation of pigment signs in retinal fundus images, which is crucial for diagnosing and monitoring Retinitis Pigmentosa. The researchers proposed a supervised segmentation technique that utilized ensemble classifiers trained on pre-processed images. They collected a large dataset of retinal images with manually segmented pigment signs, making it publicly available. The performance of the classifiers was evaluated on this dataset, demonstrating the effectiveness of the machine learning approach for automated analysis of Retinitis Pigmentosa.

"Do we need hundreds of classifiers to solve real-world classification problems?": This paper evaluated 179 classifiers from different families to determine the best performers in solving classification problems. The researchers assessed the classifiers on a diverse set of 121 datasets, including real-world problems. The results showed that random forest (RF) versions and support vector machines (SVM) with Gaussian and polynomial kernels were among the top-performing classifiers, with random forest being the most successful overall.

"A data analytics approach to building a clinical decision support system for diabetic retinopathy: Developing and deploying a model ensemble": This study focused on developing a clinical decision support system (CDSS) for predicting diabetic retinopathy (DR). The researchers analyzed data from over 1.4 million diabetic patients and used demographic and lab data to detect the susceptibility to retinopathy. By incorporating multiple data preparation and modeling steps, including a novel "confidence margin" ensemble technique, the CDSS achieved high accuracy in predicting DR. The study provided insights into the risk factors for DR and highlighted the potential of AI in improving early diagnosis and compliance with retinopathy screenings.

"Current state and future prospects of artificial intelligence in ophthalmology: A review": This review article discussed the current status and future potential of artificial intelligence (AI) in ophthalmology. It emphasized the utility of AI in diagnosing and treating various eye conditions, including corneal ectasias, glaucoma, age-related macular degeneration, and diabetic retinopathy. The paper aimed to provide an overview of AI concepts and developments relevant to the field of ophthalmology, addressing the need for bridging the gap between computer science and medical professionals.

III. PROPOSED METHODOLOGY

In this paper we propose a novel machine learning model to achieve this task. Machine Learning algorithms are totally subject to data since it is the most vital perspective that makes model training possible. On the other hand, if won’t be able to make sense out of that data, before feeding it to ML algorithms, a machine will be useless. In straightforward words, we generally need to take care of the right data for example the data in the right scale, group, and containing important features, for the problem we need a machine to solve. This makes data preparation the most important step in the ML process. Data preparation defined as the procedure that makes our dataset more appropriate to work with in the ML process.
A dataset can be viewed as a collection of data objects, which are often also called as records, points, vectors, patterns, events, cases, samples, observations or entities. Data objects are described by a number of features that capture the basic characteristics of an object, such as the time at which an event occurred, etc... Features are often called as variables, characteristics, fields, attributes or dimensions. A feature is an individual measurable property or characteristic of a phenomenon being observed. Features can be categorical (nominal, Ordinal), Numerical (Interval, ratio).

**DATASET:**
Machine learning heavily depends on data and dataset makes machine learning training feasible. A dataset is used to train the model for performing various actions, to work automatically. The training dataset is a dataset in which machine learning algorithms have been trained and the dataset we use to validate the accuracy of our model is called testing dataset.

The raw data for detection of inherited retinal diseases is the collection of historical data that includes a variety of important attributes like max, min, delta, latency, ch etc. These attributes correspond to maximum diameter at baseline, minimum diameter corresponding to the peak constriction, difference between max and min, delay between stimulus and onset of the pupillary constriction, percentage maximum constriction and so on. The dataset was collected from Kaggle. Our dataset is named “Pupillometric data” which has files in ‘asc’ format. This file will contain text containing ASCII characteristics. Our dataset contains 593 records of data. Kaggle provides you with preprocessed data. The dataset won’t provide you any background information of the data. By using this dataset, the preprocessing of data, training and testing is done.

**DATA PREPROCESSING**
Data preprocessing is an information mining strategy that is used to change the unrefined information in an accommodating and appreciable format. After selecting the raw data for ML training, the important task is data preprocessing. In broader sense, data preprocessing will convert the selected data into a form we can work with or can feed to ML algorithms. We always need to preprocess data so that it can be as per the exception of the machine learning algorithm. In other words, features of the data can now be easily interpreted by the algorithm. Kaggle provides you preprocessed dataset. But how this data is preprocessed is discussed below.

**Steps involved in Data Preprocessing:**
Data Filtering
Feature Extraction
Feature Reduction

**Data Filtering:**
Because data is collected from multiple sources which are in different formats, more than half out time is fed in dealing with the data quality issues when working on a machine learning problem. It is simply unrealistic to expect that the data will be perfect. There may be problems due to human error, limitations of measuring devices, or flaws in the data collection process. Let’s cover over some of them and techniques to deal with them

**Missing Values:**
It is common to have missing values in your dataset. It is ordinary to have missing values on your dataset. It may have occurred at some stage in data collection or perhaps due to some data validation rule, however regardless missing values need to be taken into consideration.
Eliminate rows with a missing data: Simple and sometimes effective strategy fails if many objects have missing values. If a feature has mostly missing values, then that feature itself can also be eliminated.

Estimate Missing Values: If only a reasonable percentage of values are missing, then we can also run simple interpolation methods to fill in those values. However, the most common method we have used to deal with missing values is by filling them in with the mean, median or mode value of the respective feature.

Inconsistent values:

We know that data can contain inconsistent values. Most probably we have faced this issue at some point. For instance, the ‘size of code’ field contains the numerical value’. It may be due to human error or maybe the information was misread while being scanned from a handwritten form.

It is therefore always advised to perform data assessment like knowing what the data type of the features should be and whether it is the same for all the data objects.

Duplicate Values:

A dataset may include data objects which are duplicates of one another. It may happen when the same person submits a form more than once. The term deduplication is often used to refer to the process of dealing with duplicates. In most cases, the duplicates are removed so as to not give that particular data object an advantage or bias, when running machine learning algorithms.

Feature Extraction

In this step, we extract the features and its data from the pupillometric data. All the features along with their corresponding values are extracted.

Feature Reduction

Feature reduction is a very common method for selecting a subset of the dataset that we are analyzing. In most cases, working with the complete dataset can turn out to be too expensive considering the memory and time constraints. So, by determining few useful attributes, we can reduce the size of the dataset to a point where we can use a better, but more expensive, machine learning algorithm. The key principle here is that the reduction should be done in such a manner that the sample generated should have approximately the same properties as the original dataset, meaning that the sample is representative. This involves choosing the correct sample size and sampling strategy.

Train / Validation / Test Split

After the above steps are done, our dataset is ready for the exciting machine learning algorithms. But before we start deciding the algorithm which should be used, it is always advised to split the dataset into 2 or sometimes 3 parts. Machine Learning algorithms, or any algorithm for that matter, has to be first trained on the data distribution available and then validated and tested, before it can be deployed to deal with real-world data.

Training data: This is the part on which your machine learning algorithms are actually trained to build a model. The model tries to learn the dataset and its various characteristics.

Validation data: This is the part of the dataset which is used to validate our various model fits. In simpler words, we use validation data to choose and improve our model hyper parameters. The model does not learn the validation set but uses it to get to a better state of hyper parameters.

Test data: This part of the dataset is used to test our model hypothesis. It is left untouched and unseen until the model and hyper parameters are decided, and only after that the model is applied on the test data to get an accurate measure of how it would perform when deployed on real-world data.

ALGORITHMS:

SVM algorithm:

Support Vector Machine or SVM is one of the most popular Supervised Learning algorithms, which is used for Classification as well as Regression problems. However, primarily, it is used for Classification problems in Machine Learning.

The goal of the SVM algorithm is to create the best line or decision boundary that can segregate n-dimensional space into classes so that we can easily put the new data point in the correct category in the future. This best decision boundary is called a hyperplane.
The followings are important concepts in SVM –

**Support Vectors:** Data points that are closest to the hyperplane is called support vectors. Separating line will be defined with the help of these data points.

**Hyperplane:** We can see in the above diagram, it is a decision plane or space which is divided between a set of objects having different classes.

**Margin:** It may be defined as the gap between two lines on the closet data points of different classes. It can be calculated as the perpendicular distance from the line to the support vectors. Large margin is considered as a good margin and small margin is considered as a bad margin.

**Advantages of SVM:**
SVM works relatively well when there is a clear margin of separation between classes. SVM is more effective in high dimensional spaces. SVM is effective in cases where the number of dimensions is greater than the number of samples. SVM is relatively memory efficient.

**Ensemble Model:**
Ensemble vote classifier is a type of machine learning model that combines the predictions of multiple individual models to make a final prediction. This approach is based on the idea that combining the predictions of multiple models can lead to better overall performance than relying on a single model.

In an ensemble vote classifier, each individual model produces a prediction, and the final prediction is made by aggregating the individual predictions using a voting scheme. The most common voting schemes are:

- **Majority voting:** The final prediction is the class that receives the most votes from the individual models.
- **Weighted voting:** Each individual model is assigned a weight based on its performance on a validation set, and the final prediction is the weighted sum of the individual predictions.
Extreme Learning Machine (ELM) Algorithm:

Extreme Learning Machine (ELM) is a type of neural network algorithm that is known for its fast-training speed and good generalization performance. It is a single-layer feed forward neural network. An ELM is a single hidden layer neural network, which has better training performance than traditional algorithms. ELM is particularly suitable for large scale datasets and has been used for various machine learning tasks such as classification, regression, feature extraction. ELM is implemented completely automatically without any iterative tuning and no intervention is required from users.

Existing System

The clinical evaluation of IRDs is being done using processes which involve many clinical tests. e.g.: electrophysiological testing.

A machine learning approach that detects IRDs using SVM algorithm has been proposed in the past.

Disadvantages of Existing System

The traditional clinical methods include invasive techniques which are not suitable for infants. These often require sedation of children, which affects their mental health. The existing machine learning approach using SVM takes more computational time for training and testing. It is not effective with larger datasets. It cannot handle over-fitting i.e., model cannot work well if number of attributes are greater than the number of records in data.

Proposed System

Machine Learning basically provides the system with the “ability to learn”. The machine is able to use the training data set and learn and based on the knowledge it takes the best decision. Our proposed system is a machine learning model which uses the concept of neural networks for detecting inherited retinal diseases. The model is developed using ELM (Extreme Learning Machine) algorithm.

Advantages of Proposed System

Predicts the presence of an IRD. The performance of the predicting model is improved. It is easy and takes less time for training and testing. Effectively handles large datasets.

After preprocessing the dataset, the model is trained on the dataset after proper datasplit. A tkinter based GUI is being developed to interact with the machine learning model and to predict the IRDs.
IV. CONCLUSION
In this paper, we detected the presence of inherited retinal disease using ELM algorithm. We performed the entire process on pupillometric data set. We used accuracy, specificity and sensitivity as deciding parameters to come to a conclusion. There is a system existing for detection of IRDs which used SVM ensemble model with an accuracy of 92.8. Our developed Machine learning model using ELM algorithm obtained an accuracy of 98.7. Based on the results, we can conclude that ELM algorithm provides an easy and efficient model to detect inherited retinal diseases with pupillometric data.
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