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Abstract 

Sentiment analysis from text documents has its impact on different real world applications. Latent Diritchlet 

Allocation (LDA) is widely used generative process model for processing text documents. However, as one 

size done not fit all, it is important to improve it towards improving performance in sentiment analysis. In 

this paper we proposed a generative process model with underlying machine learning (ML) for sentiment 

analysis. Our framework is known as Enhanced LDA based Sentiment Analysis Framework (ELDA-SAF). It 

makes use of our enhanced LDA model and also a ML classifier known as Support Vector Machine (SVM) 

for sentiment classification. We proposed an algorithm known Learning based Sentiment Analysis (LbSA) 

for realizing our framework. Game dataset consisting of comments on different food ball players is used for 

our empirical study. Experimental results revealed that our algorithm LbSA outperforms existing methods.  

Keywords – Sentiment analysis, machine learning, LDA, enhanced LDA, feature engineering, generative 

process model 

1. INTRODUCTION  

Processing text documents is an important research area. Particularly, the reviews available on products and 

services including players of games are widely used for sentiment analysis. Even in social media also public 

opinion is given highest importance by organizations. As explored in [1], [2] and [3], sentiment analysis has 

plenty of real world applications in different domains. In essence, those applications derive public opinion 

that provides knowledge required to make well informed decisions. There are many real world applications 

that are benefited from sentiment classification which is very useful tool for improving quality of products 

and services.  

Many contributions are found in the literature. A generative process model is exploited in [3] for dealing 

with text documents in order to generate categories. Product reviews are considered for processing in [6] 

towards discovering sentiments from the data. This could help in ascertaining what is the thinking of 

customers on specific product. It is aspect based approach. In [7] also GAN models are employed for 
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analyzing sentiments besides improving data quality with augmentation process. Cross domain data is used 

in [14] for summarization of abstracts. They used reinforcement learning in order to have the required 

discriminative power. In [15] there is a novel research effort that resulted in approval network model. This 

model is used to analyze sentiments over social media data. From the literature review, it is understood that 

generative process models are widely used for processing text documents. However, as one size does not fit 

all, we improved LDA model and used it along with ML model towards efficient classification of sentiments. 

Our contributions in this paper are as follows. 

1. We proposed a generative process model with underlying machine learning (ML) for sentiment 

analysis.  

2. Our framework is known as Enhanced LDA based Sentiment Analysis Framework (ELDA-SAF). It 

makes use of our enhanced LDA model and also a ML classifier known as Support Vector Machine 

(SVM) for sentiment classification.  

3. We proposed an algorithm known Learning based Sentiment Analysis (LbSA) for realizing our 

framework. 

4. We built an application to evaluate LbSA and compared its results with existing methods.  

The remainder of the paper is structured as follows. Section 2 reviews literature on different methods that 

deal with sentiment analysis. Section 3 throws light on our enhanced LDA based method. Section 4 

presents sentiment classification results and evaluation. Section 5 concludes the paper and provides scope 

for the future work.  

2. RELATED WORK 

This section provides review on state of the art in the field of sentiment analysis. Generative adversarial 

network based methodology is proposed in [1] for finding public opinions as part of their empirical study. 

Topic level approach is used in [2] based on social media data for sentiment analysis. Their approach is 

based on deep learning which exploits the advanced neural networks available.  A generative process model 

is exploited in [3] for dealing with text documents in order to generate categories. Modeling topics in the 

given documents is explored in [4]. It is designed to improve sentiment prediction performance. It is 

observed as the research specified in [5] that generative process models are widely used for processing text 

documents and particularly opinion mining applications. Product reviews are considered for processing in [6] 

towards discovering sentiments from the data. This could help in ascertaining what is the thinking of 

customers on specific product. It is aspect based approach. In [7] also GAN models are employed for 

analyzing sentiments besides improving data quality with augmentation process.  

Deep learning approaches are discussed and used for analyzing sentiments in [8]. Their research revealed the 

utility of deep learning models. Dealing with short texts is the research carried out in [9]. They proposed a 

topic model to deal with product reviews in this regard. The work found in [10] and [12] is similar to that of 

[9] with respect to sentiment classification tasks. A hybrid approach that is based on unsupervised 

classification and topic modeling approach is used in [11]. Ensemble learning approach on social media data 
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is used along with deep learning models in [13] to achieve efficient opinion mining. Cross domain data is 

used in [14] for summarization of abstracts. They used reinforcement learning in order to have the required 

discriminative power. In [15] there is a novel research effort that resulted in approval network model. This 

model is used to analyze sentiments over social media data. Other important research contributions include 

deep learning [16], LDA [17], fine-grained approach [18], big data approach [19] and bi-lingual hybrid 

approach [20]. From the literature review, it is understood that generative process models are widely used for 

processing text documents. However, as one size does not fit all, we improved LDA model and used it along 

with ML model towards efficient classification of sentiments.  

 

3. PROPOSED FRAMEWORK  

We proposed a novel model based on an improved form of topic model based on LDA which is widely used 

for processing text corpora. we proposed a generative process model with underlying machine learning (ML) 

for sentiment analysis. Our framework is known as Enhanced LDA based Sentiment Analysis Framework 

(ELDA-SAF). It makes use of our enhanced LDA model and also a ML classifier known as Support Vector 

Machine (SVM) for sentiment classification. We proposed an algorithm known Learning based Sentiment 

Analysis(LbSA) for realizing our framework. Game dataset consisting of comments on different food ball 

players is used for our empirical study. Figure 1 shows our framework.  

 

Figure 1: Proposed framework named Enhanced LDA based Sentiment Analysis Framework (ELDA-SAF) 
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As presented in Figure 1, Game 

Dataset (consists of viewer comments on football players) is used as input to the framework. It has not only 

user comments but also ID for the document and also the ground truth. The data is in textual format and 

needs preprocess such as removal of stop words and tokenization. Then feature is extracted from the data and 

the enhanced LDA model shown in Figure 2 is employed to have final content to be used to train a classifier. 

In other words, our approach is a hybrid in nature which has both enhanced LDA and also ML. with 

enhanced LDA, training quality of data is enhanced leading to better performance in sentiment analysis.  

 

Figure 2: Enhanced LDA model 

As presented in Figure 2, in the proposed enhanced LDA model, each place is represented as a box. The 

outer one indicates processing of text documents (each instance in the dataset is a text document) and the 

inner one indicates the underlying process. Total documents in the given dataset is denoted as M. N denotes 

the opinion pairs associated with the documents. Sentiment aspects are denoted by K while L refers to actual 

sentiments. The hidden sentiment aspects in the textual documents is computed as in Eq. 1. 

𝑧�̅� =
1

𝐶
∑ (𝑎𝑚𝑛 × (𝜔𝑇 × 𝑠𝑚𝑛))
𝑁
𝑛=1 (1) 

Associated with the sentiment analysis, there is need for generation of response variable from given 

distribution is computed as in Eq. 2. 
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The aspect distribution in each document is computed as in Eq. 3. 

𝜃𝑚,𝑘 =
𝑁𝑚,𝑘+𝛼𝑘

𝑁+∑ 𝛼
𝑘`

𝐾
𝑘`=1

.                   (3) 

The distribution of aspect word in the given document is computed as in Eq. 4. 

𝜓𝑘,𝑢 =
𝑁𝑘,𝑢+𝜆

𝑁𝑘+|𝑈|𝜆
.                        (4) 

Afterwards, the opinion word distribution is expressed as in Eq. 5. 

𝜙𝑘𝑙𝑣 =
𝑁𝑘,𝑙,𝑣+𝛽𝑙,𝑣

𝑁𝑘,𝑙+∑ 𝛽
𝑙,𝑣`

|𝑉|

𝑣`=1

.                        (5)  

Dirichlet priors are appropriately used in the enhanced LDA model in order to have an iterative approach in 

processing text documents that will help in training data quality improvement. Then such data is fed to SVM 

to learn from data.  

Algorithm1: Learning based Sentiment Analysis (LbSA) 

Input: Dataset D 

Output: Sentiment analysis results R 

1. Begin 

2. D’PreProcess(D) 

3. FFeatureExtraction(D’) 

4. topicModelEnhnacedLDA(D’, F) 

5. Train SVM with topicModel 

6. For each test instance in T 

7. rPredict(SVM model) 

8.    add r to R 

9. End For 

10. Return R 

11. End 

As presented in Algorithm 1, it takes dataset as input and produces sentiment prediction results. It has 

provision for pre-processing data to improve its quality. Then it makes use of feature extraction method prior 

to the application of enhanced LDA model proposed in this paper. Afterwards, SVM is trained to gain 

knowledge with improved quality in training. Thus the knowledge model is well equipped with sentiment 

classification knowledge. Finally, the algorithm results in sentiment analysis that are further used for 

knowing performance statistics.  
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Figure 3: Illustrates confusion matrix 

Afterwards, the resultant model is used to classify sentiments. Instead of using SVM directly, the proposed 

model exploits SVM after the enhanced LDA provides its quality inputs to SVM. Confusion matrix shown in 

Figure 3 is used to evaluate performance of our method.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
(6) 

Accuracy is one of the metrics obtained from experimental results in terms of confusion matrix. It reveals 

how accurate the proposed algorithm is dealing with sentiment analysis.  

5. EXPERIMENTAL RESULTS  

This section presents results of our experiments in terms of sentiment analysis and also accuracy of the 

proposed method compared with many existing methods. In the process of enhanced LDA different aspect 

numbers are associated with the sentiment analysis.  

26306 positive May I ask what\u2019s so cool about A$ap Rocky? 

26408 positive Oooh yha and the DMC and A$AP ROCKY one is 2-4th 

10570 negative Merril Hoge is stupid. I'm sick of hearing what Tebow can't do. He 

may not be a #1 right now but it took Aaron Rodgers 3 yrs to start 

10255 negative RT @MNVikingsGuy: Is it possible for Aaron Rodgers to suffer a 

career ending injury tonight? Just curious. 

10004neutral "Aaron Rodgers jersey battery room, under the windmill. Wagnoli - 4 

August 2011 - Blog - designer wedding dresses sale," 

100000neutral "And on the very first play of the night, Aaron Rodgers is INT'd by UDFA 

CB Brandian Ross, who returns it for a pick-six touchdown." 
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Table 1:An excerpt from training data from football game dataset containing user comments on players 

As presented in Table 1, an excerpt from training data from football game dataset containing user comments 

on players. It has an ID, ground truth sentiment and actual comment on the player.  

S.no Id Actual Sentiment Predicted Sentiment 

1 26418 positive positive 

2 26424 negative negative 

3 26410 positive positive 

4 26416 neutral neutral 

5 26319 neutral neutral 

6 26365 positive positive 

7 26412 negative negative 

8 26235 negative negative 

9 26386 neutral neutral 

10 26417 positive positive 

Table 2: An excerpt from the results of the proposed algorithm towards sentiment analysis on the given test 

data 

As presented in Table 2, the experimental results revealed that the ground truth and prediction result are 

matching. It shows the ID of the instance in the test dataset, the actual sentiment of the user comment on 

player based on the ground truth and predicted sentiment.  
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ASUM 0.7638 0.7839 0.77385 0.7437 0.7437 0.73365 0.73365 0.73365 

JST 0.7839 0.7839 0.804 0.7839 0.77385 0.79395 0.77385 0.77385 

Lexicon 0.6633 0.6633 0.6633 0.6633 0.6633 0.6633 0.6633 0.6633 

Pooling 0.8241 0.8241 0.8241 0.8241 0.8241 0.8241 0.8241 0.8241 

SJASM 0.8844 0.86731 0.86530 0.86631 0.8643 0.8643 0.85425 0.85425 

SLDA 0.8241 0.8442 0.83415 0.8241 0.8241 0.81405 0.79395 0.79395 

SVM 0.804 0.804 0.804 0.804 0.804 0.804 0.804 0.804 

Proposed 0.9447 0.9246 0.91455 0.89445 0.89445 0.89445 0.87435 0.87435 

Table 3: Sentiment analysis results 

As presented in Table 3, the experimental results are provided for different existing methods and also the 

proposed method in terms of overall accuracy in sentiment prediction.  

http://www.ijcrt.org/


www.ijcrt.org                                                           © 2023 IJCRT | Volume 11, Issue 6 June 2023 | ISSN: 2320-2882 

IJCRT2306790 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org g784 
 

 

Figure 3:Performance comparison 

As presented in Figure 3, there are many existing methods used for sentiment analysis along with the 

proposed method. Since the proposed method is based on enhanced LDA model along with ML model like 

SVM, it outperforms other methods due to its generative process model and also strong pre-processing 

approach. When aspect number 5 is considered, the ASUM model exhibited 76.38% accuracy, JST 78.39%, 

Lexicon approach 66.33%, Pooling method 82.41%, SJASM 88.44%, SLDA 82.41% and SVM 80.40% 

accuracy. The proposed method outperformed all existing methods with 94.47% accuracy.  

 

6. CONCLUSION AND FUTURE WORK 

In this paper we proposed a generative process model with underlying machine learning (ML) for sentiment 

analysis. Our framework is known as Enhanced LDA based Sentiment Analysis Framework (ELDA-SAF). It 

makes use of our enhanced LDA model and also a ML classifier known as Support Vector Machine (SVM) 

for sentiment classification. We proposed an algorithm known Learning based Sentiment Analysis (LbSA) 

for realizing our framework. Game dataset consisting of comments on different food ball players is used for 

our empirical study. Experimental results revealed that our algorithm LbSA outperforms existing methods. 

Our method has up to 94.47% accuracy. In future, we intend to improve our method using deep learning 

approaches along without enhanced LDA model.  
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