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Abstract— Credit cards are widely used in most 

financial aspects due to the exponential 
development in online purchases, which increases 
the risk of fraudulent transactions. By examining 
different user behaviour from past transaction 
history databases, these fraudulent transactions 
can be demonstrated. Any deviation from the 
usual patterns of behaviour raises the risk of a 
fraudulent transaction. In this research, ensemble 
learning algorithms (XGBoost) is used. The 
builded system will determine whether a 
transaction is authentic or fraudulent using this 
models. Therefore, financial losses brought on by 
fraudulent transactions can be reduced by 
incorporating this methodology into fraud 
detection systems. 
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I.  INTODUCTION  
 

 The age of cash lessness is upon us as the world 

progresses, yet every improvement has its 

downsides. Credit card usage has increased, 

which has led to an increase in fraudulent 

transactions. The use of a credit or debit card that 

has been reported lost, stolen, or cancelled in 

order to get something of value is known as credit 

card fraud. It has an impact on the entire 

consumer credit industry. One of the fraud 

categories that is expanding most quickly and that 

is also the hardest to stop is credit fraud. The 

security of the website may have been 

compromised, or the owner's negligence may 

have led to this fraud. 

 

This research paper's main justification is to draw 

attention to the similarities between fraudulent 

credit card transactions and legitimate ones. The 

first step towards achieving this goal is to 

develop a machine-learning-based fraud 

detection system that can quickly and accurately 

identify fraudulent transactions. XGBoost and 

other ensemble learning algorithms are used in 

the system. The system can predict if a 

transaction is fraudulent or real by manipulating 

these models. 

To achieve greater predictive performance that 

could be attained from any one of the fundamental 

learning algorithms alone, ensemble learning 

models employ many algorithms. It makes this 

model faster, more accurate, and more useful than 

the other models.  
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IV.  SYSTEM ARCHITECTURE  
  

   

   
  

1.Data Source and Description  

The dataset used by the system is taken from the 

open-source website Kaggle. There are 284,807 

transactions or rows in the dataset. The dataset 

includes characteristics from V1 through V28 

that are the PCA-transformed main components. 

Amount and Time are the only features that 

haven't undergone transformation. 

2.Data Preprocessing  

Data before passing to the model is checked for the 

missing values or null values as they can produce 

garbage results. After checking, the dataset does  

not contain any  missing values or null values, it 

will be used for training and testing the model. 

  3. UML Diagrams 

 Sequential Diagram 

 

 Activity Diagram 
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           4. Dividing the training set and test set  

The dataset will be divided into two halves: a 

training dataset and a testing dataset following 

data pre-processing. The model is only built 

using the training dataset, and it is evaluated 

using test data. 30% of the data will be used for 

model testing, and 70% of the data will be used 

to train the model. 

   5. Dealing with imbalanced data 

Imbalanced data is a common issue in many real-

world scenarios, such as fraud detection, disease 

diagnosis, and anomaly detection. For example, 

in a fraud detection problem, the majority of 

transactions may be non-fraudulent (negative 

class), while only a small fraction of transactions 

are fraudulent (positive class). 

SMOTE(Synthetic Minority Oversampling 

Technique) is an oversampling technique that 

generates synthetic samples from the minority 

class. It is used to obtain a synthetically class-

balanced or nearly class-balanced training set, 

which is then used to train the classifier. 

6. Algorithm  

6.1 XGBoost  

The ensemble learning technique XGBoost 

Classifier (Extreme Gradient Boosting) is used in 

the proposed system. Gradient Boosting 

Decision Tree, or GDBT, is the foundation of 

XGBoost. 

  

5.1.1. Working of XGBoost 

Progressive decision trees are produced using 

this algorithm. All independent variables are then 

given weights and put into the decision tree, 

which makes predictions about the outcomes. 

The second decision tree receives greater 

weights from the factors that the first one 

incorrectly predicted. A more accurate model is 

then produced by ensembleing these predictions. 

  6.2 Logistic Regression 

Based on a set of input variables, the statistical 

modelling approach of logistic regression is used 

to forecast outcomes that are either binary or 

categorical. It is a special kind of regression 

analysis made for estimating the likelihood that 

an event will occur. 

 

The dependent variable in logistic regression is 

binary, which means it can only have one of two 

potential values, such as "yes" or "no," "success" 

or "failure," or "0" or "1." Both continuous and 

categorical independent variables, usually 

referred to as predictors or features, are 

acceptable. 

  6.3 Naves Bayes 

A well-liked classification technique called 

Naive Bayes is based on using the Bayes theorem 

while assuming that each input characteristic is 

independent of the others. It is referred to as 

"naive" because it assumes that the 

characteristics are conditionally independent of 

one another given the class, which simplifies the 

formulation of the probability distribution. 

The Naive Bayes method chooses the class with 

the highest probability as the projected class for 

a new instance by computing the probabilities of 

several classes given a collection of input 

characteristics. 
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6.4 Decision Tree 

A decision tree is a supervised machine learning 

technique that bases predictions or judgements 

on input information in a tree-like structure. It is 

a model that resembles a flowchart, with each 

internal node standing in for a feature or 

attribute, each branch standing in for a decision 

rule, and each leaf node standing in for the result 

or class label. 

 

The first step of the decision tree method is to 

choose the optimal feature that divides the data 

in the most efficient way, typically based on 

indicators like Gini impurity or information gain. 

The data is divided into subsets depending on the 

feature values of the chosen feature, which 

serves as the tree's root node. After that, the 

procedure is repeated recursively for every 

subset, adding branching and new nodes up until 

a stopping requirement is satisfied. 

 

7. Training and Testing procedure  

The training part of the system include training 

the model using random samples from the 

training dataset, which will have been generated 

by earlier steps. After a model has been 

successfully trained, it will be put to the test 

using a test dataset. To verify the model's 

correctness, the system would compare the 

output predictions to known fraud transactions. 

We can also get a confusion matrix, which will 

help us assess the model's correctness. 

 

.  8. Model Evaluation 

After comparing the performance metrics of the 

three models, it is clear that each model has its 

strengths and weaknesses. 

The XGBoost model demonstrates the highest 

accuracy among the three models, with an 

impressive accuracy of 99.98%. This indicates 

that it correctly classifies the majority of 

instances, making it a reliable choice for 

prediction tasks. 

MODEL ACCURACY PRECISION RECALL 

XGBOOST 99.98 94.44 94.44 

LR 97.54 5.85 90.27 

DECISION 

TREE 

99.93 71.50 92.36 

NAÏVE 

BAYES 

97.45 5.39 85.41 

 

V. MODEL SNAPSHOT 
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VI. CONCLUSION  
  

In conclusion, the credit card fraud detection 

system built using XGBoost has achieved an 

impressive accuracy of 99.98%. This high level of 

accuracy is a testament to the effectiveness of the 

XGBoost algorithm in accurately identifying 

fraudulent transactions and minimizing false 

positives. 

By leveraging XGBoost, the system has been able 

to effectively capture the complex patterns and 

relationships within credit card transaction data. 

XGBoost's ability to handle imbalanced datasets 

and its robustness to outliers and noise have 

contributed to the system's exceptional 

performance. 
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