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Abstract: Online social networks (OSN) have greatly improved communication, information exchange, and enjoyment in modern society. However, because of their accessibility and anonymity, OSNs have provided a favorable environment for a variety of harmful practices like spamming, trolling, fake news, and astroturfing. One of the primary threats to OSNs is socialbots, which are computer programs that perform various illicit activities. To address the threat of socialbots, researchers have been developing various detection methods. One of the latest and most advanced methods is SBRidAPI, which stands for SocialBot RID (Rapid Identification) using deep API learning. The goal of SBRidAPI is to detect socialbots by analyzing a user's behavior on OSNs. SBRidAPI models a broad range of profile, temporal, activity, and content information for user behavior representation using deep learning techniques. Profile information includes user's name, age, location, and other similar data, whereas temporal information is about the frequency and timing of user activities. Activity information includes the type of activities, such as likes, comments, and shares. Content information includes the text, images, and videos shared by the user. SBRidAPI represents profile, temporal, and activity information as sequences in order to analyze the sequential nature of this information that is supplied to a two-layers stacked BiLSTM. Deep CNN is fed content data in order to analyze the text content and learn the visual characteristics of images and videos. Once SBRidAPI has analyzed a user's behavior, it assigns a score that reflects the likelihood of the user being a socialbot. The user is labeled as a socialbot if their score is higher than a threshold that is then used to compare scores. SBRidAPI is the first method that jointly models a complete collection of profile, temporal, activity, and content information for user behavior representation, making it an effective tool for identifying socialbots on OSNs.
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I. INTRODUCTION
Social media platforms are widely used for communication and information sharing. However, some users exploit these platforms for malicious activities, such as spreading fake news, phishing attacks, and promoting hate speech. Many of these activities are performed through social media bots, which are automated accounts pretending to be human users. Detecting these social bots is challenging, as they can mimic human behavior to evade detection. Traditional approaches to bot detection rely on analyzing large amounts of social media posts and network structures, but they may not be effective in identifying individual bot accounts. This study suggests a deep learning-based strategy called SBRidAPI that employs a combination of feature engineering, behavior modeling, and deep neural networks to identify social bots as a solution to this problem. To reflect user behavior, this model incorporates a wide range of user profile, temporal, activity, and content data. SBRidAPI models profile, temporal, and activity information as sequences using a two-layer stacked BiLSTM and a deep CNN to model content information. Additionally, an attention mechanism is incorporated to highlight important features in the input data. SBRidAPI is capable of learning contextual representations of each behavioral aspect of users, which allows it to detect bots created through automation tools by analyzing user profile attributes and tweet times. The model is designed to classify individual social media accounts from single observations, such as a single tweet, without relying on before data of users behavior. The results show that SBRidAPI can accurately detect social bots from a single tweet and outperforms previous works that rely on user profiles and recent posting history.

II. RELATED WORKS
David Martín-Gutiérrez et al. have proposed a multilingual approach to identify suspicious Twitter accounts using deep learning techniques. The authors have created a system that, regardless of the language used in the account, is able to identify suspicious accounts based on a set of criteria. They have used deep learning techniques to generate user embeddings, and then applied new approaches to produce non-parametric data automatically. Finding differences and resemblances between the distributions of both bots and non-bot embeddings using two samples of data. The proposed multilingual approach can be helpful in identifying bots across different languages, which is especially useful as Twitter is a global platform used by people from various countries and cultures.
Abdelouahid Derhab et al. have reviewed different machine learning techniques to distinguish between human and bot accounts on Twitter. They have provided a taxonomy that categorizes the most recent machine learning methods for detecting tweet-based bots. Social media platforms, including Twitter, have become popular targets for malicious activities such as spamming, phishing, and spreading fake news. As a result, it is now possible to identify between human and tweet-based bot accounts with accuracy by using large data analytics tools, particularly shallow and deep learning approaches. This can serve as a useful resource in machine learning-based tweet-based bot detection techniques.

To solve imbalances in Twitter bot identification, Bin Wu and Le Liu have suggested a data augmentation method utilizing conditional generative adversarial networks. The authors have avoided the creation of data-augmentation noise and eliminated imbalances between and among social bot class distributions by using a modified clustering approach, the Gaussian kernel density peak clustering algorithm. Additionally, they have added the Wasserstein distance with a gradient penalty to address the traditional CGAN model collapse and gradient disappearance and improve the convergence judgment condition. The suggested approach may be useful in addressing the issue of unbalanced datasets in Twitter bot detection and may result in more precise bot account detection.

The use of generative adversarial networks can also provide a more efficient and effective way of data augmentation.

Octavio Loyola-González proposed the usage of a contrast pattern-based classifier for bot detection in Twitter. The contrast pattern-based classification and Random Forest produced the best classification results when they compared the output of 21 classifiers. However, compared to the patterns identified by the suggested method, Random Forest produced a significantly higher number of rules.

Peining Shi employs transition probability features between user clickstreams based on social situation analytics to detect malicious social bots on social network platforms in real-time. They designed an algorithm for detecting malicious social bots based on spatiotemporal features using a semi-supervised clustering method to reduce the time of artificial marking. Their tests demonstrated that it is possible to accurately identify dangerous social bots using the transition likelihood between user clickstreams based on social scenario analytics.

III. PROPOSED SYSTEM

This paper presents SBRidAPI, to profile users for detecting socialbots on OSNs. To the best of our knowledge, this is the first deep learning-based approach that jointly models a comprehensive set of profile, temporal, activity, and content information for user behavior representation. It models profile, temporal, and activity information as sequences, which are fed to a two-layers stacked BiLSTM, whereas content information is fed to a deep CNN.

3.1 SBRidAPI APP

To simulate and classify a user using and browsing an OSN, in this module develop a SBRidAPI can use web automation, which includes methods for creating and populating multiple OSN accounts, tweets, crawling the social graph and executing online social activities.

3.2 Data Set Acquisition

To train and test our model, we collect all public datasets of labeled human and bot accounts and create three new ones, all available in the bot repository MIB and Kaggle.

3.3 Preprocessing

Prior to training the BiLSTM and CNN on the dataset, preprocess the data by forming a string of tokens from each tweet. Preprocessing data includes transforming raw data into a more explanatory form in the field of machine learning. The pre-processing helps to eradicate data noise, since the mix is made reliable by mixed with the real data. The process involves text insertion, selection of functions and normalization of the cleaning process. In addition, preprocessing can achieve better results in ml models. Different data set noise can be removed via Text Cleaning, such as hyperlinks, whitespace, punctuation and numbers. The standard processes here include conversion of lowercases, eradication of white and dotted spaces and numbers. In addition, there are also word lemmatization and word streaming. Standardization is essentially a process in which text documents are prepared for NLP events. Two major normalization methods, such as lemmatization and stemming, can be used to identify the word root forms.
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3.4 Feature Extraction

For building a machine learning classifier we require a matrix of feature values for training and later on - classifying unseen test data. So, in a first step we extract a variety of features from the datasets. These features are discussed in the next subsections. It is critical to get text data ready for machine learning. To eliminate words from text data, special consideration is required. The word Tokenization is referred to for such a technique. The text must be transposed into numbers because we cannot handle the text directly in machine learning. This is why science-study tokenization and additional functional extraction clears. A remarkable Bag of Words (BoW-ECM) technology was based in this regard on the number of word incident. Algorithms typically accept numeric values (int or float), so extraction layers convert words to “int.” This is accomplished through the use of popular methods such as words embedding, Tfdifvectoriser, and countvectorizer.

3.5 Classification

This module uses two classification tasks: account-level bot detection and tweet-level bot detection. when OSN data is pre-processed and Feature Extracted, BiLSTM-CNN model is used in the classification of users into either legitimate users or bots.

3.6 Decision Model

In this module it combines all the features and embeddings together and create SBRid Model for final prediction. Obtain the classified normal user set and social bots set: the normal user set and social bots set can be finally obtained by detecting with live OSN user data.

IV. RESULTS AND DISCUSSION

The study used common metrics for evaluating text classification methods such as precision, recall, F1, and accuracy. The accuracy was chosen as the most suitable measure to assess the effectiveness of the method since the dataset was balanced. Based on the type of content each account created—human-made, CNN-based neural network produced content, BiLSTM-based deep learning produced content, and groups of people—the accounts in the dataset were divided into four groups. The study acknowledged that they could have improved the dataset by excluding links from tweets, but this would have reduced the size of the dataset significantly. Additionally, gathering more tweets per user would have provided more training data for the model, but it would have taken too long to implement.

V. CONCLUSION

This paper introduces a model called SBRidAPI for detecting socialbots on online social media platforms. Socialbots are automated accounts that can be used for malicious purposes like launching attacks and manipulation campaigns. SBRidAPI uses a combination of BiLSTM and CNN models to analyze users’ behavior and detect malicious bots accurately. It doesn't require any prior knowledge about the user's profile or behavior. This makes it faster and easier to implement and deploy for bot detection. The proposed model can also be adapted for other problems like detecting phishing emails or webpages by using BiLSTM with word embeddings.
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