
www.ijcrt.org                                                                © 2023 IJCRT | Volume 11, Issue 5 May 2023 | ISSN: 2320-2882 

IJCRT2305152 International Journal of Creative Research Thoughts (IJCRT) www.ijcrt.org b168 
 

ENHANCING SIGNATURE VERIFICATION 

USING CONVOLUTIONAL NEURAL 

NETWORKS FOR FORGERY DETECTION 
 

Dr. Reshma Banu  

reshma127banu@gmail.com 

Professor, Computer Science and 

Engineering Vidya Vikas Institute of 

Engineering and Technology, Mysore 

 

Monika H M  

Student of Computer Science and 

Engineering Vidya Vikas Institute 

of Engineering and Technology, 

Mysore 

 

Saniya Sultana 

Student of Computer Science and 

Engineering Vidya Vikas Institute of 

Engineering and Technology, Mysore 

 
Nisarga M  

Student of Computer Science and 

Engineering Vidya Vikas Institute of 

Engineering and Technology, Mysore 

 

Kumar H 

Student of Computer Science and 

Engineering Vidya Vikas Institute 

of Engineering and Technology, 

Mysore 

 

 

 
Abstract: 

 

The issue of handwritten signature verification hasn't been fully solved 
despite new research in the area. In our social and legal lives, 

handwritten signatures are crucial for authentication and proof. Only 

if a signature comes from the intended recipient can it be approved. It 

is extremely unlikely that two signatures created by the same 
individual will be identical [7]. Even though two signatures are made 

by the same individual, many signature characteristics can change. 

Determining the forgery thus becomes a difficult job. Systems for 

checking signatures are made to identify whether a specific signature 
is real or fake. In this research, a signature verification method based 

on convolutional neural networks (CNNs) is suggested. Using a CNN 

neural network model, we can extract a more accurate representation 

of the image information. Raw pictures of signatures are used to train 
the CNN model for feature extraction and data augmentation, and 

judgments are made about whether a given signature is genuine or 

forged. This software can be used to verify signatures on a variety of 

platforms, including signing loans and applications as well as legal 
documents.  

 

Words to Know: CNN, feature extraction, pre-processing, machine 

learning, RELU, and deep learning. 

 

 

1. Introduction:  

A legal mark of a person, performed by hand for authentication, 

can be described as a handwritten signature. There are two 

major categories of techniques and systems used to address 

signature verification. The other is based on the online 

signature verification method, where more hardware devices 

are used and are immediately connected to the computer. The 

offline signature verification method relies on fewer hardware 

devices and relies on images taken with a camera. For offline 

verification, fewer characteristics are used. Since ancient times, 

the use of signer signatures to identify people has been a major 

innovation. Biometric devices are typically split into two 

categories: 

 Verification  

 Identification 

Verification and identity of people are two distinct processes. 

Verification determines whether a person's biometric truly 

belongs to them, whereas identification recognizes the person's 

biometric from a batch of candidates [1]. This essay examines 

the use of fingerprints to validate an individual. Two marks for 

signatures are used in the verification process: genuine and 

fake. 

Due to the widespread use of signatures, many malicious actors 

attempt to forge them to obtain an advantage; as a result, very 

effective signature forgery detection techniques are required. 

Data acquisition, pre-processing, feature extraction, the 

comparison process, and performance evaluation are the five 

sub-problems that must typically be solved to create a signature 

verification and detection system. In this paper, we suggest an 

offline convolutional neural network technique for verifying 

handwritten signatures. With a CNN-based approach and 

Python and its libraries, we were able to effectively detect 

forged signatures [3]. With the help of a dataset of signatures, 

the CNN model is trained, and predictions are then made based 

on information indicating whether a signature is real or fake. 

Security systems in public locations like ATMs, official 

government buildings, colleges, legal organizations, etc., can 

be developed into apps or websites. 

 

2. Convolutional Neural Network:  

A multi-layer convolutional neural network with deep 

supervised learning design may have the proverbial capacity to 

extract features for classification by itself. They can be used in 

picture classification, segmentation, and image analysis for 
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medical purposes. An automated feature extractor and a 

trainable classifier are the two components of CNN [4]. The 

feature extractor uses convolutional filtering and down 

sampling to extract the feature from the incoming data.  

A CNN is used in the suggested technique as both a feature 

extractor and a classifier. We presume that a CNN trained for 

classifying fake and real signatures can extract useful features 

for differentiating forgery-related behavioral traits, such as 

hesitation and delay before drawing the signature. complex 

signature component. As a result, the CNN feature extractor's 

data is used to create a feature vector. Each input image is 

passed through a succession of convolutional layers with filters 

(kernels), a pooling layer, fully connected layers, and the 

SoftMax function to classify an object with probabilistic values 

between 0 and 1. This process is done to train and test the deep 

learning CNN model. 

The below figure shows the complete flow of CNN to process 

an input image and classify the objects based on values. 

 
                                Fig. Layers of CNN 

 

Convolutional layer: It is the first layer to extract features 

from an input image. Convolutional preserves the relationship 

between pixels by learning image features using small squares 

of input data. It is a mathematical operation that takes two 

inputs, such as an image matrix and a filter or kernel. 

 

Stride: Stride is a parameter of the neural network's filter that 

modifies the amount of movement over the image. And it has 

many pixels shifted over the input matrix. When the stride is 1, 

we move the filters 1 pixel at a time; when the stride is 2, we 

move filters 2 pixels at a time, and so on. 

  

Padding: Sometimes filters do not perfectly fit the input image. 

Then we have two options:  

 Pad the picture with zeros (zero padding).  

 Drop the part of the image where the filter did not fit. 

This is called valid padding, which keeps only the 

valid part of the image. 

Non-Linearity (ReLu): ReLu stands for the rectified linear 

unit for a non-linear operation, which applies the non-saturating 

activation function f(x)=max (0, x). The purpose of ReLu is to 

introduce non-linearity into our CNN [5]. 

  

Pooling Layer: A pooling layer would reduce the number of 

parameters when the images are too large. Spatial pooling, also 

called sub-sampling or down sampling, reduces the 

dimensionality of each map while retaining important 

information. Spatial pooling layers can be of different types:  

 Max Pooling 

 Average Pooling 

 Sum Pooling 

Max Pooling takes the largest element from the rectified feature 

map. Taking the largest element could also take the average 

pooling or the sum of all elements in the feature map, which is 

called sum pooling 

Fully Connected Layer: After several convolutional and max 

pooling layers, the final classification is done via fully 

connected layers. We flattened out the matrix into vectors and 

fed them into a fully connected layer, like a neural network. 

 

3. Methodology: 

 

The machine is supplied with the datasets. The samples are 

tested and trained using these databases. The public datasets are 

made up of image data for numerous signature examples. This 

information is transformed into a structure that can be 

processed. Both authentic and fake fingerprints can be found in 

the data. Each picture is categorized as either authentic or fake 

before being stored in a different directory.[23] 

 

Pre-processing of data: 

The pictures in the datasets are not identical and are not all 

oriented in the same way. Data pre-processing is required for 

this goal. The information is presented as pictures. A pre-

processing method is used to enhance certain image features 

that are crucial for the subsequent processing of data samples 

or to reduce unwanted distortions in image data. Pre-processing 

includes resizing the picture, noise removal, grayscale to 

bitmap conversion, and RGB to grayscale conversion. 

 RGB to Greyscale Conversion: This transforms all 

colour information to greyscale and removes all other 

colours. Images are depicted as a 3-pixel-deep matrix 

with X and Y dimensions. Red, green, and blue 

numbers on each plane range from 0 to 255. Each 

RGB colour’s average pixel value is merged. Each 

colour band's luminance is merged to create an 

approximate grayscale value or 24 bits to 8 bits.  

 

 Noise Removal: Any type of noise present in the 

picture is known to the analyst, and its quality is 

undefined. Noise is the result of errors in the 

acquisition process, which results in pixel values that 

do not represent the truth. To improvise the process, a 

known type of noise is very sparingly added to the 

grayscale picture.  

 

This procedure entails the removal of all commotion 

and the addition of salt and pepper noise 

 Grayscale to bitmap: A matrix is created when a 

picture is converted from grayscale to bitmap. 
 Resizing: The matrix to standard image size is 

changed. 

Extracting Features: 

Creation of features that could be compared using this process. 

The extracted image features are used as input in the following 

steps. There are three types of features: universal, mask, and 

grid. Wavelet coefficients and the Fourier coefficient are 

provided by global characteristics. Information about the 

signature line orientations is provided by the mask features. 
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Information about the general look and signature is provided by 

grid features [15]. 

 

Splitting Data: 

 

In a two-part split, where one portion is used to evaluate and 

the other to train the model, the data is divided into two or more 

subsets. We will receive a smaller collection of data for 

training, and a larger set for testing. 

Cross-Validation: 

 

The next step uses data cross-validation to compare pictures 

and determine which are fake and which are authentic after 

training and testing. 

 

 

Classification: 

 

Procedure for determining whether an autograph is genuine. 

The extracted feature is compared with saved pictures 

following the feature extraction stage. whether the 

characteristics are considered to be fake or authentic. 

 

 
                   Fig. Signature Verification System 

 

4. Conclusion: 

The suggested system is capable of making forecasts for 

forgery detection by learning from signatures. The growing 

digitalization of many facets of daily life as well as new 

problems in offices and agencies calls for effective user 

verification techniques. Wherever a signature is used as a form 

of authentication, including banks and educational 

organizations, the system can be used. Because they can solve 

some issues comparatively easily, neural networks have proven 

successful in a variety of applications. Convolutional neural 

networks, the most effective model for picture recognition and 

verification, are used in this system. When given access to 

examples of real and fake signatures of the same individuals 

whose signatures were previously seen during training, CNN 

does a great job of verifying signatures. CNN correctly 

identified the input images as either genuine or fake, with two 

class labels for the result. 
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