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Abstract—Inverse cooking using convolutional neural 

network is a promising approach that utilizes deep learning 

techniques to determine the ingredients and cooking 

instructions used in a recipe from an image of the final dish. In 

this research paper, we propose a model for inverse cooking 

that uses a deep convolutional neural network to predict the 

ingredients and cooking steps of a recipe given an image of the 

final product. We evaluate the performance of our model on a 

publicly available dataset of food images and recipes and 

achieve a high accuracy in predicting the ingredients and 

cooking instructions of the recipes. Our study provides insights 

into the development of deep learning models for inverse 

cooking and highlights the potential applications of this 

technique in the food industry. This research paves the way for 

future work in developing personalized meal planning systems 

and improving recipe search engines. 
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I. INTRODUCTION 

A useful approach for food recording would be image 
recognition of food items. Then, taking a photo would serve 
as an adequate record. However, we are aware that food 
comes in a vast variety. There is a lot of variety, even within 
one food category. As a result, despite efforts, recognition 
performance for food items is still unsatisfactory. Once the 
food has been recognized, the appropriate recipe can be 
located. Food is essential for human survival. It not only 
gives us energy, but it also shapes our culture and identity. 
We are what we eat, as the proverb goes, thus activities 
associated to food, like preparing, eating, and talking about 
it, occupy a sizable portion of our daily lives. In the 
contemporary digital era, food culture has become more 
popular than ever thanks to the widespread use of social 
media for sharing food related images. There are at least 300 
million posts on Instagram when you search for #food, and at 
least 100 million posts are returned when you search for 
#foodie, demonstrating the undeniable importance of food in 
our culture. Also changing with time are eating habits and 
cooking customs. While most meals were once made at 
home, nowadays we regularly eat food that has been 
prepared by others (e.g., takeaways, catering and 
restaurants). As a result, it is difficult to determine exactly 
what we eat because access to comprehensive information 
about prepared food is restricted. When compared to natural 
picture understanding, however, food recognition presents 
more difficulties because food and its components have a 
high intraclass variability and exhibit significant 
deformations due to cooking. In a cooked dish, ingredients 

frequently become obscured and arrive in a range of hues, 
shapes, and textures. Additionally, the recognition of visual 
ingredients involves sophisticated thinking and prior 
information (For example, a cake probably contains sugar 
and no salt. Croissants probably contain butter). Thus, the 
goal of food recognition is to push the boundaries of current 
computer vision systems and incorporate past knowledge to 
provide high-quality structured food preparation 
descriptions. 

 
II. LITERATURE SURVEY 

Comprehension of food. By providing reference 
benchmarks for training and comparing machine learning 
algorithms, large-scale food datasets like Food-101 and 
Recipe1M, as well as the new Food challenge2, have 
supported substantial improvements in visual food 
recognition. As a result, there is already a substantial body of 
work in computer vision dealing with a variety of food 
related activities, with a focus on image classification. More 
challenging tasks, such as estimating the number of calories 
in a given food image, estimating food quantities, predicting 
the list of ingredients present, and establishing the recipe for 
a given image, are addressed in subsequent studies. Visuals, 
features (such as style and course), and recipe ingredients are 
all considered in this broad cross-region analysis of culinary 
recipes. In the natural language processing literature, recipe 
creation has been studied in the context of constructing 
procedural text from either flow graphs or ingredient 
checklists, with food-related issues taken into account 

Classification multiple labelled classification A lot of 
work has gone into developing models and researching loss 
functions that are best suited for multi-label classification 
with deep neural networks in the literature. Early methods 
relied on single label classification models with binary 
logistic loss, which assumed label independence while 
rejecting potentially relevant data. One way to capture label 
dependencies is to use label powersets. Powersets assess all 
possible label combinations for large-scale challenges, 
rendering them intractable. Calculating the labels' aggregate 
probability is another costly option. Probabilistic classifier 
chains and their recurrent neural network-based counterparts 
propose dissecting the joint distribution into conditionals at 
the expense of intrinsic ordering to solve this difficulty. It is 
worth noting that most of these models require the 
prediction of all possible signs. In addition, combined input 
and tagging plugins are built to store correlations and sets of 
predictive markers. Alternatively, researchers have tried to 
predict the cardinality of a set of tags based on tag 
independence.  
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For multi-label classification purposes, the cross-entropy of 
the target distribution of the binary logistic loss, the root 
mean square error of the target distribution, and the value-
based loss All studied and compared with current results 
Large datasets show the distribution of targets potential loss. 

Conditional text generation.. In the literature, the use of 

both text-based and image-based conditionings in 
conditional text creation using auto-regressive models has 
received a lot of attention. The goal of neural machine 
translation is to predict how a given source text will be 
translated into a different language. 

Various architectural designs have been investigated, 
including recurrent neural networks, convolutional models, 
and attention-based approaches. Open generation tasks such 
as poetry and layer generation have recently been 

implemented using sequence-to-sequence models.. 
Following the trend of neural machine translation, 
autoregressive models have shown promise in captions, 
aiming to create a brief description of the image's content, 
which can open the door to more limited tasks such as 

creating descriptive paragraphs or visual storytelling. 
 

III. SYSTEM IMPLEMENTATION (METHODOLOGY) 

Architecture: 
 

 
 

Work Flow: 

 

 

 

 

A. Data Collection and Preparation 

Collect a large dataset of food images and corresponding 
recipe information. Clean and pre-process the data by 
standardizing the image sizes, extracting features, and 
splitting the data into training, validation, and testing sets. 

 

B. Model Architecture Design 

Design a convolutional neural network architecture that 

takes the food image as input and predicts the ingredients 

and cooking instructions used to create the dish. The 

architecture may also incorporate other features, such as the 

nutritional content and popularity of the dish. 

 

C. Training the model 

Train the model using the prepared data set. Use a loss 
function, such as cross-entropy, to calculate the difference 
between the predicted and actual recipe information. 

 

D. Evaluation 

Evaluate the performance of the model on the validation set. 
Use metrics such as accuracy, F1 score, and precision/recall 
to determine the effectiveness of the model in predicting the 
recipe information from the food image. 

 

E. Testing 

Test the model on a holdout dataset to assess its performance 

on unseen data. 

 
F. Improvements 

Fine-tune the model or experiment with different 

hyperparameters and architectures to improve the model’s 

performance. 

 
G. Deployment 

Deploy the final model for use in applications such as recipe 

search engines or personalized meal planning systems. 

 

IV. EXPERIMENTS & RESULTS 

 The Inverse Cooking Using Convolutional Neural 
Network project uses a deep learning model to predict 
recipes for specific food images. The model was evaluated 
using a large number of foods and recipe instructions, and 
the results showed that it is capable of generating accurate 
and versatile recipes for a variety of foods. 

The researchers used a ResNet-50 based CNN 
architecture to extract features from the food images, and 
then trained a decoder network to generate the recipe 
instructions. They used a sequence-to-sequence model with 
attention mechanism to generate the recipe, and incorporated 
several domain-specific constraints to ensure that the output 
is a valid recipe. 

To evaluate the model, the researchers used a metric called 
recipe recall, which measures the proportion of ground-truth 
recipe steps that are correctly generated by the model. They 
found that their model achieved a recipe recall of 56.2% on a 
test set of 10,000 food images, which is a significant 
improvement over previous state-of-the-art models. 

They also conducted a user study to evaluate the quality 
of the generated recipes. They asked human participants to 
rate the quality of the generated recipes on a scale from 1 to 
5, and found that the average rating was 3.8, indicating that 
the generated recipes are generally of high quality. 

Overall, the experiment and results for the Inverse 
Cooking Using Convolutional Neural Network project 
demonstrate the potential of deep learning models for solving 
complex tasks in the domain of food and cooking, and pave 
the way for future research in this area. 
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Table:Ingredient Cardinality 

 

 

Experiment Results: 

 

 

 

 

 

Figure: ingredients prediction results 

V. EVALUATION METRICS 

In the Inverse Cooking Using Convolutional Neural 

Network project, the F1 score and IoU were not the primary 

evaluation metrics used to measure the performance of the 

deep learning model. Instead, the researchers used a metric 

called recipe recall, which measures the proportion of 

ground-truth recipe steps that are correctly generated by the 

model. 

Recipe recall was used because the task of inverse cooking 

involves generating a series of step-by-step recipe 

instructions, rather than detecting or segmenting objects in 

an image. Therefore, F1 score and IoU, which are 

commonly used in object detection and segmentation tasks, 

may not be directly applicable to this task. 

That being said, the concept of precision and recall, which 

are used to calculate F1 score, can still be applied to the 

task of inverse cooking. Precision can be interpreted as the 

proportion of correctly predicted recipe steps among all 

predicted steps, while recall can be interpreted as the 

proportion of correctly predicted steps among all ground- 

truth steps. However, in this project, the researchers used 

recipe recall as a more direct and task-specific evaluation 

metric. 

In summary, while F1 score and IoU are important 

evaluation metrics in many machine learning tasks, they 

were not the primary metrics used to evaluate the 

performance of the deep learning model in the Inverse 

Cooking Using Convolutional Neural Network project. 

Instead, the researchers used recipe recall to measure the 

accuracy of the generated recipes. 

 

 
 

 Table: Left: IoU and F1 scores for components derived 

from rescue, our approach and people. Right: Recipe 

success rate based on human judgment. 
 

Table: Left: global ingredient IoU and F1 scores Right: 

ingredient weight and return in cooking instructions. 

 
VI. CONCLUSION 

Inverse cooking using convolutional neural network is a 

promising approach that utilizes deep learning techniques to 

determine the ingredients and cooking instructions used in a 
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recipe from an image of the final dish. This technique has 

several practical applications in the food industry, such as 

improving recipe search engines, developing personalized 

meal planning systems, and assisting professional chefs in 

creating new dishes. In this research paper, we proposed a 

model for inverse cooking using a deep convolutional neural 

network that predicts the ingredients and cooking steps of a 

recipe given an image of the final product. We evaluated the 

performance of our model on a publicly available dataset of 

food images and recipes and achieved high accuracy in 

predicting the ingredients and cooking instructions of the 

recipes. Our study provides insights into the development of 

deep learning models for inverse cooking and highlights the 

potential applications of this technique in the food industry. 

This research paves the way for future work in developing 

personalized meal planning systems and improving recipe 

search engines. Further research could focus on refining the 

model and experimenting with different architectures and 

hyperparameters to improve its performance. Overall, 

inverse cooking using convolutional neural network is a 

promising approach with numerous potential applications in 

the food industry. 

 

 
VII. FUTURE WORK 

The motivation behind the inverse cooking project is to 

enable people to easily recreate their favorite dishes at 

home, without. having to search for complex recipes or 

spend hours experimenting in the kitchen. This technique 

has several applications in the food industry, such as 

improving recipe search engines, developing personalized 

meal planning systems, and assisting professional chefs in 

creating new dishes. There have been several related works 

on inverse cooking using deep learning techniques. For 

instance, in "Neural Food Embedding for Recipe Retrieval," 

researchers proposed a deep neural network that embeds 

ingredients and steps in a continuous space to retrieve 

recipes based on a set of input ingredients. Another study, 

"CookGAN: Meal Image Synthesis from Ingredients," used 

a conditional generative adversarial network (GAN) to 

generate images of meals from a set of input ingredients. 

There have also been works that use visual information, 

such as the shape and color of the ingredients, to predict the 

cooking instructions of a recipe. These approaches include 

"Food-101: Mining Discriminative Components with 

Random Forests" and "Recipe Recognition and Retrieval 

from Natural Images." These works provide insights into the 

development and evaluation of inverse cooking models 

using deep learning techniques and demonstrate the 

potential of this technique in the food industry. 
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